
PolText 2016

The International Conference on the Advances in
Computational Analysis of Political Text

Sponsored by the European Social Fund,

Operational Programme Efficient Human Resources 2014–2020

Proceedings of the Conference

14–16 July 2016
Dubrovnik, Croatia



Organizers

Center for Empirical Research in Political Science,
Faculty of Political Science, University of Zagreb

Text Analysis and Knowledge Engineering Lab,
Faculty of Electrical Engineering and Computing, University of Zagreb

Partners

School of Social and Political Science, University of Edinburgh

Department of Political Science, University of Oslo

Sponsors

ii



Publishers:

University of Zagreb, Faculty of Political Science
University of Zagreb, Faculty of Electrical Engineering and Computing

Editors:
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Preface

The International Conference on the Advances in Computational Analysis of Political text is organized by the
Center for Empirical Research in Political Science of the Faculty of Political Science, TakeLab of the Faculty
of Electrical Engineering and Computing from the University of Zagreb, and two partner institutions, Univer-
sities of Edinburgh and Oslo. PolText 2016 is the first meeting in this series and will be held in Dubrovnik,
Croatia on July 14–16. Technological developments, digital media, and advances in open government prac-
tices have made a vast amount of information available for social scientists. Most of this information is avail-
able as text. News portals disseminate political stories at unprecedented rates, politicians and political elites
advertise their own messages through social media outlets and crowdsourcing provides new affordable and
quick venues for asking citizens what they think about politics. With political texts at our fingertips, vexing
research questions are emerging. Extracting, organizing, and analyzing large amounts of textual information
can be quite resource-intensive with many political scientists lacking the skills necessary for dealing with such
data. Fortunately, recent developments of cutting edge computational technologies such as automatic language
processing, machine learning, and information extraction techniques has made research utilizing text-as-data
more accessible and appealing. On the other hand, computational scholars equipped with novel technologies
and linguistic solutions often have less experience with social science theories and less contextual knowledge
about political data.

PolText organizers have recognized that there is a mutual benefit in connecting disparate worlds of compu-
tational text analysis and political science in analyzing political science research problems. The main aim of
the conference is to facilitate this multidisciplinary cooperation. We invited contributions on computational
approaches in analysing political text such as government speeches, political debates, social media, media
content, party manifestos and/or legislation, but also contributions focusing on text categorization, topic mod-
eling, information extraction, corpus analysis, sentiment analysis, stance classification and ideal point estima-
tion, argumentation mining, political reputation analysis, techniques for multilingual text analysis and other
language technologies.

We received 70 submissions, of which 21 were accepted. We thank all of the authors who submitted their
work to PolText 2016. We are also grateful to our invited speakers, Stuart Soroka and Jon Oberlander, who
welcomed our invitations to Dubrovnik.

This conference is sponsored by the European Social Fund – Operational Programme Efficient Human Re-
sources 2014–2020, as an activity of the Croatian Policy Agendas Project (principal investigator: dr. Daniela
Širinić) implemented by the Center for Empirical Research in Political Science of the Faculty of Political
Science.

Daniela Širinić, Jan Šnajder, Zoltán Fazekas, and Shaun Bevan
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Legitimacy of New Forms of Governance in Public Discourse - An
Automated Media Content Analysis Approach Driven by Techniques of

Computational Linguistics

Michael Amsler
Institute of Computational Linguistics

University of Zurich
mamsler@cl.uzh.ch

Bruno Wüest
Institute of Political Science

University of Zurich
wueest@ipz.uzh.ch

Abstract

For political scientists, it is increasingly
important to explore large text collections
without time-consuming human interven-
tion. We are presenting a language tech-
nology tool kit that allows political sci-
entists to extract information on various
forms of governance from a comprehen-
sive multilingual corpus. The tool kit
allows searching for governance entities
and measuring their salience, tonality and
media frames. In substantial terms, our
pipeline enables scholars of governance to
extend their research focus to the previ-
ously neglected area of public communi-
cation.

1 Introduction

Automated approaches to analyze unstructured
text data have made tremendous progress in com-
putational linguistics in the last decades (Juraf-
sky and Martin, 2009). At the same time, so-
cial scientists are increasingly in need of such
approaches, since the number of large, digitally
available text collections is constantly growing.
The obvious task then is to transfer the compre-
hensive computational linguistic tool set in order
to meet the specific requirements of social scien-
tific studies (Wueest et al., 2011). In this contribu-
tion, we present a pipeline of language technolo-
gies that allows the analysis of public communica-
tion in a specific yet fundamental research domain
for the political sciences: democratic governance.

The denationalization and privatization of
democratic governance poses formidable chal-
lenges to the traditional, territorially grounded
forms of democratic authorities (Zürn, 1998). At
the European and international level, new modes
of governance such as supra-national and inter-
governmental bodies as well as transgovernmen-

tal networks have come to supplement classic in-
tergovernmental governance (Abbott and Snidal,
2008). At the sub-national level, regulatory agen-
cies and public-private partnerships increasingly
spread across metropolitan regions by transform-
ing traditional regional and local state institu-
tions (Kelleher and Lowery, 2009).

These various new forms of governance have
in common that they organize political author-
ity along functional rather than territorial lines,
which also implies that they are decoupled from
representative democratic control. This is why
observers often declare a loss of democratic le-
gitimacy for the political system (Follesdal and
Hix, 2006; Keohane et al., 2009). However,
other scholars usually point to formal account-
ability mechanisms such as governmental and
parliamentary over-sight as well as judicial re-
view, which can at least partly compensate a
deficit in democratic legitimacy (Lodge, 2002).
Other, more informal mechanisms of accountabil-
ity such as media coverage, in contrast, have been
either neglected or dismissed as scarcely rele-
vant (Maggetti, 2012).

This is surprising, given that public communi-
cation plays an ever more decisive role for set-
ting the political agenda and establishing the dis-
tribution of information on policy making in mod-
ern democratic societies (Walgrave et al., 2008;
Müller, 2014; Arnold, 2004). Media coverage is
assumed to hold new forms governance account-
able through reputational mechanisms (Gentzkow
and Shapiro, 2006). If media regularly pay criti-
cal attention to governance processes, they can en-
courage the formation of an informed public opin-
ion (O’Donnell, 1998). This, in turn, mounts pres-
sure on governance actors to explain, justify and –
if necessary – correct their conduct.

In the following, we present a comprehensive
corpus and language technology pipeline, which
enable political scientists to assess these questions.
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The paper begins by presenting our operational-
ization of indicators that allow the reliable mea-
surement of governance accountability in a large-
scale text analysis. Subsequently, we will describe
the software pipeline and language technologies
necessary to implement the operationalization, be-
fore we present a case study highlighting the fea-
sibility of our approach.

2 Measuring media coverage on
governance accountability

So far, mediatized accountability mechanisms
have only been dealt with in conceptual elab-
orations or comparative case studies that en-
tailed manual content analyses (Maggetti, 2012;
Coglianese and Howard, 1998; Gerhards and
Roose, 2007). Although these contributions are
theoretically insightful and empirically rich, their
focus on a narrow set of actors, geographical units
or media sources always faces the necessity to jus-
tify why their cases provide more than just id-
iosyncratic evidence. We suggest that an auto-
mated large-scale analysis helps to achieve a more
broad analytical support on the question whether
and how media scrutinize on the accountability of
governance processes.

2.1 Sample

The anchor of the analysis is a large gazetteer of
pre-defined entities related to governance (see Fig-
ure 1). These entities refer to actors (collective
actors and individuals), policy fields and regula-
tion such as treaties or directives. At the mo-
ment, a comprehensive gazetteer of entities for
3257 queries is integrated in the document re-
trieval. The entities cover a large variety of forms
of governance: transgovernmental networks, in-
dependent as well as private regulatory author-
ities, metropolitan bodies, supranational parlia-
ments and international environmental governance
outcomes.

Figure 1: Stylized workflow in the language pro-
cessing pipeline

Database for
media content 

Text data
acquisition

Analysis

Natural
language
processing

1 2

Enhanced
linguistic

processing
3

4

In a first step, a comprehensive corpus of
the following newspapers, newswires and online
sources is established by retrieving all articles for
the keyword gazetteer via API accesses to media
content databases such as Lexis Nexis ( 1 in Fig-
ure 1).

• Quality: Frankfurter Allgemeine, Süddeutsche
Zeitung, Welt, Tageszeitung (Germany); Figaro,
Le Monde (France); Neue Zürcher Zeitung, Le
Temps (Switzerland); The Guardian, London Times,
Independent (UK)

• Tabloid/Freesheets: Bild (Germany); Aujourd’hui en
France, 20 minutes (France); Blick, Le Matin, 20
Minuten (Switzerland); Daily Mail, Daily Mirror,
Metro (UK)

• Magazines: Spiegel, Stern, Zeit (Germany); Nou-
vel Observateur, L’Express (France); Weltwoche,
Wochenzeitung, L’Hedbo (Switzerland); New States-
man, Spectator, Economist (UK)

• Regional: Berliner Zeitung, Stuttgarter Zeitung,
Stuttgarter Nachrichten (Germany); Le Parisien, Le
Progrés (France); Tagesanzeiger, Berner Zeitung
(Switzerland); London Evening Standard, City A.M.,
Birmingham Mail, Birmingham Post (UK)

• Online sources: Spiegel Online (Germany), Figaro On-
line, Le Monde Online (France); 20 Minuten Online
(Switzerland); BBC News Online (UK)

• Newswires: Associated Press, Agence France Presse,
Deutsche Presse Agentur, BBC Monitoring, Europoli-
tics, ENP Newswire, AWP

Since different types of media systems (Hallin
and Mancini, 2004), as well as different types of
media (Strömbäck and Kaid, 2008) possibly cover
governance in different ways, the media sources
are sampled so that there is a balanced set of out-
lets in our four countries (Switzerland, Germany,
France, and United Kingdom). From each type of
outlets, the outlet with the highest circulation (or
website visits in the case of the online sources)
was chosen. As far as possible, we also cover
other potential variations such as different ideo-
logical leanings. In addition to these country-
specific media samples, we also include a range
of internationally operating newswires, which pro-
vide us with information on the general reporting
on governance in disregard of specific journalistic
cultures in single media outlets.

Subsequently, an additional layer of data con-
sisting of the compressed documents along with
initial meta-data (source, date-of-publication etc.)
is added to the database ( 2 ). At a third stage, we
employ a full natural language processing chain,
which includes morphological analysis, tagging,
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lemmatizing, and dependency parsing ( 3 ). Fi-
nally, a fourth layer of enhanced linguistic analy-
sis – named entity recognition, co-reference res-
olution, sentiment detection, opinion mining and
topic modeling – is implemented to calculate the
indicators of interest we will discuss in the follow-
ing ( 4 ).

2.2 Salience

The attention media pay to specific forms of gov-
ernance is the obvious starting point of the data
generation process. No media attention is the
worst case in terms of question regarding the
public accountability and legitimization of gover-
nance, since ’quiet politics’ (Culpepper, 2010) im-
plies low interest by the public and, correspond-
ingly, high leverage for particular interests and dis-
honest conduct in governance processes. The first
necessary measure therefore is salience, defined as
the visibility of specific forms of governance in the
media.

2.3 Tonality

A second crucial information on governance en-
tities is the media’s evaluation of these gover-
nance entities in terms of tonality. The tone of
media reports on governance entities yields use-
ful results if changes in tonality signify reactions
to events on the governance processes under con-
cern (Maggetti, 2012). For example, if a corrup-
tion scandal shakes a governance actor, we expect
media reports to shift to a negative tone. This also
implies that tonality has to be measured at the level
of the specific entity and not at the level of text
documents as a whole.

2.4 Issues

Governance entities may draw media attention for
different reasons, but not all are relevant for the
research objective. If a sports magazine reported
on the passion of the head of the Swiss Financial
Markets Supervisory Agency (Finma) for wind-
surfing (which arguably is true), hardly any po-
litical analyst would deem this information rele-
vant to understand financial market regulation in
Switzerland. More generally, evidence on the the-
matic context in which governance entities are
mentioned is key to assess whether media reports
on specific entities are actually covering the gov-
ernance processes of interest.

2.5 Frames

What is still missing is information on the rea-
sons why the media report on governance enti-
ties, i.e. which interpretations and problem defini-
tions journalists convey to the reader. To this aim,
we additionally conduct a media frame analysis-
(Entman et al., 2009; Goffman, 1974). In the
context of this analysis, we specify frames as
generic schemata of interpretation that refer to the
main source of democratic legitimacy of gover-
nance entities as it is reported in the text docu-
ments. More precisely, we separate input-oriented
legitimacy frames from throughput- and output-
oriented ones (Easton, 1965; Schmidt, 2013). In-
put legitimacy is thus present if media refer to par-
ticipatory aspects, civil society involvement, pop-
ular support and democratic accountability in gen-
eral, or public interest representation with regards
to governance processes. Throughput denotes the
quality of governance processes in terms of their
accountability, legality and transparency. Output
legitimacy, accordingly, refers to the efficiency
and effectiveness of governance.

3 The public accountability of the Kyoto
Protocol

3.1 Salience

For this case study we measure salience as the oc-
currence of articles in the media coverage across
the timeline. Although a simple measurement, the
salience reveals on the one hand important insights
about the presence of the respective entity and,
on the other hand, offers the opportunity to closer
scrutinize the content near the peaks.

Figure 2: Salience of articles referring to Kyoto
Protocol (only English articles; n=15,849)
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As can be seen in Figure 2, the visibility man-
ifests itself with two clear peaks in 2007 and
2009. A closer investigation of the respective cov-
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erage points towards the importance of the Fourth
Assessment Report of the United Nations Inter-
governmental Panel on Climate Change (IPCC)
in 2007 and the 2009 United Nations Climate
Change Conference in Copenhagen which trig-
gered each an increased attendance to the subject.

3.2 Tonality

To measure tonality in the media coverage, we
apply a linguistically informed sentiment analy-
sis system, similar to (Taboada et al., 2011). The
system used for this task was evaluated in an-
other case study for the tracking of coverage tonal-
ity which yielded good results (see Wueest et al.
(2014)). A more detailed description can be found
in (Klenner et al., 2014). Although the tonality can
be derived for singular entities in the given texts,
we aggregate in this case study on the document
level since the thematical focus is narrowed by the
data acquisition process (i.e. the query to the me-
dia databases).

Figure 3: Comparison of negative and ambiva-
lent tonality between media types quality and
newswire
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In Figure 3 we focus on the difference of tonal-
ity regarding the level of critique considering dif-
ferent media types: the bars show the percent-
age of articles of negative and ambivalent tonal-
ity (ordinate on the left-hand side). It is obvious
that the coverage in quality papers is much more
critical than in the newswire articles. The lines
show the percentage of only the ambivalent arti-
cles (ordinate on the right-hand side) which re-
veals that the difference between the two media
types mainly stems from the much higher percent-
age of ambivalent articles, that is, articles which
discuss the topic under different perspectives, con-
sidering chances and risks as well as progress and
failure in the implementation process.

3.3 Issues

We apply structural topic models (STM) (Roberts
et al., forthcoming) to explore the thematic context
in which the media writes about governance. STM
is a data-driven technique, which allows us to es-
timate document probabilities for latent variables,
called topics. STM builds on the Latent Dirich-
let Allocation, a hierarchical mixed-membership
model in which the document-topic and word-
topic probabilities have a common prior drawn
from a Dirichlet distribution (Blei et al., 2003).
One of the STM’s major innovations is that the
prior distribution of topics (i.e. topic prevalence)
can be influenced by covariates. In the following
analysis, we use the newspaper names and a b-
spline with 10 degrees of freedom on a monthly
trend variable to control for unwanted linguistic
differences across news outlets and over time. In
addition, we apply a parametric evaluation of the
most probable topic-word vectors in order to find
the optimal number of topics. To this purpose, we
use word2vec (Mikolov and Dean, 2013), which
learns and aggregates term similarities through a
shallow neural network process. These term sim-
ilarities can then be used to compare topic coher-
ence and exclusiveness across different topic mod-
els. For the Kyoto protocol corpus, word2vec sug-
gests a granularity of 19 for a candidate range of 3
to 20 topics.

Figure 4: Dynamics of selected topics
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Figure 4 shows the trends in the prevalence of
two especially meaningful topics over time. In ad-
dition, the list of the 10 most probable word stems
for each topic is listed.

The first topic summarizes the different negoti-
ation rounds on the Kyoto protocol, most notably
the first commitment period from 2008 until 2012
with the Copenhagen summit in 2009 as key event.
Reports on the different negotiations accordingly
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peak in this period. The second topic, in contrast,
highlights the consequences of the Kyoto protocol
on the energy markets and emission trading. Quite
intuitively, this topic becomes most prevalent in
the aftermath the big policy decisions from 2011
on.

3.4 Frames
While we have focused on purely empirical data
for the other indicators, we will report first in-
sights from the methodological approach used for
the framing measurement.
In contrast to the measurements for the other in-
dicators which are derived generically, we rely
on annotated data for the framing. More pre-
cisely, we annotate the frames using the brat an-
notation tool (Stenetorp et al., 2012). So far, our
three annotators build a valuable training corpus
of about 14,000 frames1. After an intensive train-
ing phase, inter-annotator agreement is constantly
high (micro-averaged F1-scores for fine-grained
frame categories that range between 0.66 for 23
documents during and 0.71 for 5 documents at the
start of the annotation). Since the annotation task
is not yet finished and the implementation of the
supervised machine learning approach is still un-
der development we report preliminary results for
a baseline, using paragraph-based bag-of-words
model including different settings but based on
only about 15% of the frames.

First attempts have revealed that the recogni-
tion of frames is a challenging task, especially
since we encounter a skewed distribution in the
data (i.e. paragraphs containing frames vs. para-
graphs without frames). Additionally, the distri-
bution between the different types of frames is
skewed as well (i.e. some frames occur much
more than others), which then again complicates
the task for a supervised learning approach. Hence
we plan to implement the automated approach de-
signed as follows: in the first stage we will apply
a model that tries to detect paragraphs with men-
tions of democratic legitimacy (as a generic cate-
gory). Second, we will then differentiate between
input, output and throughput frames and apply the
fine-grained frame classification in the end within
this categories.

For frame detection we report an F1-score of
0.81 (micro-averaged) and 0.66 (macro-averaged)

1At this point we must thank Michelle Amman, Anna
Sigrist and Anna-Lina Müeller for their excellent work on
the manual annotation data.

for the binary classification as a baseline. Table 1
shows precision, recall, and F1 scores for the indi-
vidual categories. In the second scenario we added
the annotated text passages (TP) upweighted to
the bag-of-words (BoW) and word embeddings
(emb.) features. Interestingly, precision was much
more positively affected than recall for the frames
while it was the other way around for the para-
graphs not containing frames. It has to be men-
tioned that these first baseline results leave room
for improvement, especially for recall. However,
we propose a more thorough generalization based
on a deeper linguistic analysis (i.e. syntactic and
semantic information) for a better performance but
such an approach is yet to be implemented.

Table 1: Evaluation of 10-fold cross-validation for
the detection of frames in paragraphs

Frame No Frame
Prec. Rec. F1 Prec. Rec. F1 Acc.

BoW+emb., 0.44 0.36 0.40 0.84 0.87 0.85 0,76
BoW+emb.+TP 0.61 0.36 0.45 0.84 0.94 0.89 0.81

In the conducted experiments the following fea-
tures have proven useful for the classification
task: unigrams (including lower-cased variant), bi-
grams, word embeddings (from GloVe (Penning-
ton et al., 2014)), and especially the upweighted
annotated text passages. Additionally, we do not
include class bias.

4 Conclusion

This project starts from the assumption that the
salience, tonality and issues in media reports on
governance entities reveal crucial evidence on
whether and how media coverage entails mecha-
nisms of accountability. More precisely, if me-
dia adjust their attention according to events re-
lated to specific governance entities, if media re-
act to failure with a negative tone – and to success
with a positive tone – and if the media really cover
the issues related to the area of responsibility of
these governance entities, media coverage actually
constitute an ’accountability forum’ for this gover-
nance entity.
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Abstract

Understanding government responsive-
ness to citizen information requests is im-
portant to theories of political account-
ability, as well as to practitioners’ abil-
ities to monitor and improve this cru-
cial transparency mechanism. We use su-
pervised latent Dirichlet allocation tech-
niques to predict the Mexican govern-
ment’s (non)responsiveness to all federal
information requests filed during the pe-
riod 2003-2015. After presenting our ap-
proach, we assess its value-added in both
the in-sample and out-of-sample settings.

1 Introduction

Following Mexico’s landmark 2002 access to in-
formation law (Berliner and Erlich, 2015), every
single freedom of information request filed with
federal government agencies has been made pub-
licly available—now over one million requests in
total. Understanding the Mexican government’s
responsiveness to these individual information re-
quests is important for theories of government re-
sponsiveness (and its politicization), as well as for
practitioners’ abilities to monitor, scrutinize, and
improve the quality of this critical accountability
mechanism. Such laws, similar to the Freedom of
Information Act in the United States, have now
been adopted by over 100 countries around the
world (Berliner, 2014; Berliner, 2016).

After converting the complete corpus of Mexi-
can public information requests (2003-2015) into
machine readable text, we use topic models to
predict government (non)responsiveness towards
Mexican information requests in both an in-
sample and out-of-sample context. Specifically,
we apply supervised latent Dirichlet allocation
(sLDA) techniques to this text corpus, so as to
evaluate the extent to which one can use the texts

of individual requests to predict the (i) time until a
government response and (ii) probability of a “de-
nied request.” We then evaluate the value-added of
this approach against several alternatives. Finally,
we assess our sLDA topics for their “politiciza-
tion,” and find that the topics that are most strongly
associated with nonresponsiveness do indeed ex-
hibit more politicization than do the topics most
associated with high responsiveness.

2 Background

Democratic institutions are founded on the notion
of responsive government, but responsiveness is
usually limited and incomplete. Many scholars
have studied why political actors may be more or
less responsive in different circumstances — both
at a macro-scale in terms of how government poli-
cies and spending respond to the preferences of
the median voter (Golden and Min, 2013), and
at a micro-scale in terms of individual citizen-
government interactions (Lagunes, 2008; Butler
and Broockman, 2011; McClendon, 2016).

Building upon the latter approach, we examine
government responsiveness in one case of frequent
government-citizen interaction: responses to pub-
lic information requests in Mexico. To do so,
we use a comprehensive dataset of over one mil-
lion information requests filed with federal gov-
ernment agencies. These correspond to queries
made by individual citizens, legal representatives,
businesses, and NGOs to specific Mexican fed-
eral government agencies, and cover, for example,
requests for information on government salaries,
land use and zoning restrictions, or distributive
programs. Due to the unique online information
platform created by Mexico’s 2002 Ley Federal de
Transparencia y Acceso a la Información Pública
Gubernamental, the text of each of these requests,
along with associated metadeta, has been made
publicly available for the years 2003-2015.
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2.1 Measuring (Non)Responsiveness

Our analysis focuses upon predicting government
(non)responsiveness to these information requests.
We are interested both in the timing of response
and in the type of response: information provided
or denied. We accordingly use two separate mea-
sures to evaluate the (non)responsiveness to any
given information request: (i) a binary indicator
of “denied requests” (for various reasons) and (ii)
information on the time-until-response.

Regarding our time-until-response measure, we
create an outcome variable that corresponds to
the logged number of working days (excluding
weekends and official Mexican government holi-
days) until an information request response is pro-
vided to the requestor by the Mexican govern-
ment. While the standard time limit for the Mexi-
can government to provide a response is 20 work-
ing days, officials can request an extension of up
to a maximum of 40 working days. Across our en-
tire dataset, 66.4% of requests received responses
within 20 working days while 89.3% of requests
received responses within 40 working days. Our
final (logged) time-until-response measure has a
mean of 2.89 and range of 0.00-to-7.59.

Our binary “denied request” indicator is our pri-
mary outcome of interest, and is based upon the
coding scheme developed by Fox et al. (2011),
which classifies any response marked as “No es de
competencia,” “Inexistencia,” “Reservada,” “No
se dará trámite,” “Solicitud no corresponde al
marco de la ley” and “Sin Respuesta” as a “denied
request” (= 1), and zero otherwise. The resul-
tant “denied request” indicator is moderately im-
balanced with a sample mean of 0.23. Finally, we
then also omit the final two months of informa-
tion requests from our analyses below, to ensure
that we do not treat any cases marked as “Sin Re-
spuesta” as “denied” when they had simply not yet
exceeded the time limits for response.

2.2 Information Request Features

We focus on the request texts themselves as our
primary features of interest. These texts corre-
spond to each requestor’s own open-ended de-
scription of the specific information that they are
requesting. Because public officials are the pri-
mary responders to these requests, we believe that
the themes found across these requests, and their
varying degrees of politicization, will help to pre-
dict government (non)responsiveness.

We thus downloaded all requests from Mex-
ico’s online information request interface. While
most requestors described the nature of their re-
quests within the designated field, a smaller sub-
set (roughly 13%) included a portion or all of their
request as an attachment. Because these attach-
ments are relevant to our analysis, we addition-
ally downloaded each attachment and added these
into our primary request text field, along with any
auxiliary request content. We then (i) removed all
requests pertaining to confidential personal infor-
mation and (ii) truncated all remaining requests
from the thousandth string onwards.1 This cre-
ated our primary corpus of interest, which was fur-
ther preprocessed using standard approaches (e.g.,
stemming) for the automated analysis of political
texts (Bagozzi and Schrodt, 2012; Bagozzi, 2015;
Berliner et al., 2016). Altogether, the above steps
yielded a corpus of 1,003,756 requests.

We next appended the names of each request’s
designated federal government agency to our pro-
cessed texts. Each information request in our sam-
ple designated a single government agency, such
as the Instituto-Nacional-de-Desarrollo-Social, as
the target agency for the information that was re-
quested. As these agencies vary in their levels of
politicization and resources, we anticipate agency-
designation, like a request’s textual content, to
influence the degree of (non)responsiveness to a
given request. Agency information was included
as an additional field within the original request
metadata, and encompasses roughly 300 distinct
Mexican federal agencies for our sample. Further
below, we evaluate the contribution of this addi-
tion to our prediction and classification tasks.

3 Supervised Latent Dirichlet Allocation

Topic models have recently been shown to be
highly valid for the discovery of latent thematic
content within Mexico’s information request texts
(Berliner et al., 2016). As such, the present
paper evaluates the utility of supervised latent
Dirichlet allocation (sLDA) models (Blei and
Mcauliffe, 2008) for the prediction of government
(non)responsiveness to these same request texts.

sLDA is a probabilistic topic model designed
for identifying the groupings of words that are
most predictive of a document-indexed response
variable. sLDA estimates these groupings of

1Only 0.02% of our documents have more than 1,000
strings; most are attachments with extensive itemized lists.
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words—hereafter referred to as topics—via a
three-level hierarchical model that treats each doc-
ument as containing a finite mixture of underly-
ing topics, where the topics themselves are spec-
ified as an infinite mixture over a corresponding
latent set of topic probabilities. One’s document-
level responses are then regressed on these esti-
mated topic frequencies so as to restrict responses
to be non-exchangeable with words, while allow-
ing for flexibility between topic frequency and
response type under a generalized linear model
(GLM) framework (Blei and Mcauliffe, 2008).

Under this approach, our information request
texts are assumed to be mixtures of multiple la-
tent topics, each with a characteristic set of words.
We anticipate that a subset of these latent topics
will be highly politicized, and hence expect that
our modeling of all topics across all request doc-
uments will aid in the prediction of government
(non)responsiveness, as measured via (i) logged
time-until-response or (ii) “denied request.” In
each sLDA model presented below, we specify the
distribution of the former response variable to be
Gaussian and the latter to be logistic, and perform
estimation using collapsed Gibbs sampling via the
‘lda’ package in R (Chang, 2015).

Researchers must assign the number of topics,
k, to be estimated within sLDA. We use a five-
fold cross-validation approach to identify an opti-
mal number of topics for the task of prediction. To
do so, we first draw a random sample of approxi-
mately 250,000 information requests and then ran-
domly partition this sample into five folds of train-
ing and test data. For each set of training data,
we next estimate a series of sLDA models where
the number of topics, k, is sequentially set to
k = {5, 20, 50, 100, 250, 500} and where our out-
come variable is assigned as the binary “denied
request” measure described above. We then use
each resultant sLDA model’s output to initialize
a validation sLDA model using each fold’s corre-
sponding test sample. With these results in hand,
we calculate the area under each test sample’s cor-
responding receiver operating characteristic curve
(i.e., the AUC) for “denied requests.”

Figure 1 plots the corresponding AUCs for all
k’s evaluated, along with mean AUCs (the solid
line), and indicates that an optimal number of top-
ics for the task of predicting “denied requests”
rests somewhere in the k = 250 range, since this
topic number yields the highest average AUC for

our cross-validation sample (i.e., 66%). We hence
set k = 250 for all primary sLDA models below.

Figure 1: Cross-Validation Results
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4 Evaluations

Having used a random sample of 25% of all re-
quest texts to identify an optimal number of topics,
we next evaluate our sLDA model on our remain-
ing (held out) texts. To do so, we first re-estimate
a final (k = 250) sLDA model on all of the previ-
ously sampled 250,000 documents, separately for
each outcome of interest: (i) logged time-until-
response and (ii) “denied requests.” We then gen-
erate in-sample and out-of-sample predictions for
our two outcome variables, where for our out-of-
sample predictions we use the remaining 75% of
our sample data (i.e., ≈ 750, 000 request texts).

4.1 In-Sample Results

In order to assess our in-sample sLDA results
for both (i) time-until response and (ii) “de-
nied request,” this subsection first discusses our
topic-specific coefficient estimates, followed by
an evaluation of the topics most predictive of
(non)responsiveness, and then finally an assess-
ment of in-sample classification. For both models,
nearly all of our 250 topic-specific estimates are
statistically significant under traditional thresh-
olds, with the vast majority implying either an
increase in responsiveness—or a slight increase
nonresponsiveness—when present. However, a
small number of topics exhibit very large positive
effects on non-responsiveness in each model. We
hence identify the two topics with the largest es-
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timated effects on (i) nonresponsiveness and (ii)
responsiveness from each sLDA response-model
for further examination.

The top words associated with these ‘highly
predictive topics’ are presented below, where we
have de-stemmed all topwords, removed target
agency names (if present), and translated each re-
sultant word to English. The two topics that are
most predictive of nonresponsiveness, Slowest#1

and Denied#1, each capture the same highly
politicized theme: investigative requests pertain-
ing to financial improprieties, accreditations, and
scandals (e.g., FICREA, a collapsed credit union
under fraud investigation). Notably, our sLDA es-
timates imply that requests associated with this
topic see a 18,064% increase in the odds of a “ de-
nied request,” and a 47 day increase in time-until-
response. By comparison, the median increase in
the odds of a “denied request,” and the median
increase in time-until-response—across all 250 of
our topic estimates—are 110.7% and 1-day.

The second most predictive topic of a “denied
request” (Denied#2), likewise appears to be
highly politicized, with topwords associated
with inquires into money-and-politics, including
topwords such as “money,” “where,” “diputados”
and “senators,” and with an estimated increase in
the odds of a “denied request” of 13,466%. By
contrast, Slowest#2 instead appears to be slightly
less politicized with its topwords suggesting a
more general focus on government accreditation
and endorsement. Nevertheless, on the whole,
these four topics are far more politicized than
the topwords found within Fastest#1, Fastest#2,
Provided#1, Provided#2, which as can be seen
below, encompass themes of politeness, benign
information queries, and requests concerning
commercial-product and energy-rate information.

Topics most predictive of time-until-response:
• Slowest#1: saving, FICREA, financial, users, CON-

DUSEF, bank, settlement, value, accreditation, society

• Slowest#2: documents, accreditation, published, any,
electronic, endorses, I request, copy, contains, fact

• Fastest#1: do, requirements, business, can, answer,
necessary, respect, you can, question, information

• Fastest#2: registry, brand, involved, find, commercial,
I request, property, kind, medium, so

Topics most predictive of a “denied request”:
• Denied#1: value, saving, settlement, financial, protec-

tions, any, interventions, concept, banking, society

• Denied#2: money, change, deputies, decommissioned,
quantity, western, where, year, information, senators

• Provided#1: electronic, energy, CFE, municipality,
consumption, rate, lighting, bills, users, latest

• Provided#2: IFAI, I request, information, published,
cape, carry, process, following, opinion, federal

We next evaluate the in-sample classification
performance of our sLDA models. In the inter-
est of space, we focus all ensuing discussions on
the binary “denied request” outcome and results.
We then construct two random “coin-flip” base-
lines for comparison, hereafter denoted ξ, with the
first generating random binary data with probabil-
ity 1

2 , and the second generating random binary
data with probability equal to the mean of our true
binary response ȳ = 0.23. In this manner ξ = ȳ
provides us with a random classifier that maxi-
mizes overall accuracy, whereas ξ = 1

2 provides us
with a random classifier that instead favors the im-
proved identification of cases within our less fre-
quent outcome (i.e., nonresponsiveness).

We compare these two random classifiers
against our in-sample “denied request” sLDA re-
sults with the aid of AUCs, true positive rates
(TPRs), true negative rates (TNRs), F1 scores, and
overall classification accuracy. Given our prefer-
ence for the accurate prediction of our minority
class (i.e., nonresponsiveness), we assign a cutoff
of 0.25 for the calculation of our TPR, TNR, F1
score, and accuracy values.

As can be seen in Table 1, our AUC values im-
ply that our sLDA in-sample predictions are mod-
erately better than chance (AUC= 66.49)—which
is a finding that is further reinforced by our sLDA
model’s superior F1 score and TPR values to those
obtained under either ξ = 1

2 or ξ = ȳ. As ex-
pected, ξ = ȳ maximizes overall accuracy, with
a value (64.34) that is superior to that of ξ = 1

2
(50.06). However, the maximized accuracy ob-
tained under ξ = ȳ still falls slightly below that of
our sLDA classifier (66.10), and comes at the cost
of noticeably poorer TPR performance than either
ξ = 1

2 or sLDA, which as mentioned above, is val-
ued more so than TNR in this application given
our primary interest in nonresponsiveness.

Table 1: In-Sample Classification Statistics
AUC TPR TNR F1score Accuracy

sLDA 66.49 52.54 70.18 41.77 66.10
ξ = 1

2
50.04 50.02 50.07 31.67 50.06

ξ = ȳ 50.04 22.86 76.83 22.87 64.34
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4.2 Out-of-Sample Results

We now turn to an evaluation of our sLDA model’s
out-of-sample classification properties. For this
evaluation, we use our primary sLDA model to
generate “denied request” predictions for the re-
maining 75% (i.e., ≈ 750, 000 documents) within
our 2003-2015 request sample. Using these pre-
dictions, we then repeat the same steps as above in
generating two random classifiers for comparison,
ξ = 1

2 and ξ = ȳ, and recalculate the previously
described set of classification statistics, in Table 2.

Table 2: Out-of-Sample Classification Statistics
AUC TPR TNR F1score Accuracy

sLDA 66.24 52.26 70.24 41.64 66.08
ξ = 1

2
50.05 50.06 50.04 31.70 50.04

ξ = ȳ 50.05 22.95 77.10 23.07 64.56

Our out-of-sample results are largely consis-
tent with our in-sample findings. As above, the
sLDA model outperforms both random classifiers
in AUC, TPR, F1 score, and overall accuracy, and
performs second best (to ξ = ȳ) in TNR. The re-
sults reported in Table 2—across all classifiers—
suggest that our out-of-sample sLDA predictions
perform comparably to, albeit slightly worse than,
our in-sample sLDA results. For example, our
sLDA model accurately classifies 66.08% of all
out-of-sample cases, whereas in the in-sample
context our sLDA model’s overall accuracy was
66.10%. Differences between these two sets of
sLDA predictions are slightly larger when one ex-
amines AUCs (66.49 vs. 66.25), though these dif-
ferences are again fairly negligible, especially rel-
ative to the effect of k on our AUCs in Figure 1.

Finally, though not reported here, we also com-
pared these results to a “requests only” sLDA
model that omits our target agency names as fea-
tures, and found that the latter performs slightly
worse than our full sLDA model. For example,
the “requests only” model’s out-of-sample AUC is
64.95, which is noticeably smaller than that of our
primary sLDA model. Our remaining comparison
metrics yielded similar conclusions: the addition
of target agency names to our text features leads to
a small but consistent improvements in accuracy.

4.3 Comparison to Alternate Approaches

We next compare our sLDA approach to three
widely used alternatives: support vector machines

(SVMs), logistic regression with Lasso, and ran-
dom forests (RF). All three of these alternate ap-
proaches encountered computational difficulties
when applied to our full training set of 250,000
documents, leading us to evaluate each of these
classifiers, and sLDA, on a smaller training set
(n = 50, 000) and smaller test set (n = 150, 000)
of documents for the purposes of comparison. The
results from this exercise appear in Table 3.

Table 3: Out-of-Sample Comparisons
AUC TPR TNR F1score Accuracy

sLDA 65.84 50.28 70.99 40.71 66.21
SVM 65.27 26.54 88.53 32.21 74.23
Lasso 65.39 30.52 86.39 34.70 73.50
RF 70.23 48.52 78.82 44.29 71.83

In Table 3, sLDA performs slightly better than
SVM and Lasso—but noticeably worse than RF—
in terms of AUC. More generally, SVM and Lasso
each appear to under-predict “denied requests,”
thereby ensuring that these two classifiers have
higher TNR and higher overall accuracy than ei-
ther sLDA or RF, albeit at the expense of worse
performances on TPR and F1 score. While RF
does exhibit a slightly worse TPR than sLDA,
its higher F1 score, higher overall accuracy, and
higher AUC suggest that RF outperforms sLDA
along most dimensions of comparison, though, on
the whole, both approaches (i.e., sLDA and RF)
generally outperform Lasso and SVM in Table 3.

5 Conclusion

The content of Mexico’s information requests,
when modeled with sLDA, can help to predict
government (non)responsiveness. Evidence from
this exercise further suggests that politicization
may increase nonresponsiveness. Future work
should refine our approach so as to better ac-
commodate (i) the imbalance in “denied request”
outcomes, (ii) additional features (such as a re-
questor’s home municipality), and (iii) the non-
hierarchal structure of the Mexican information
request data; while also better benchmarking our
request text sLDA-classification results against al-
ternative supervised machine learning techniques.
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Predicting political party affiliation from text

Felix Biessmann∗ Pola Lehmann† Daniel Kirsch Sebastian Schelter ‡

Abstract

Every day a large amount of text is pro-
duced during public discourse. Some of
this text is produced by actors whose po-
litical colour is very obvious. However,
though many actors cannot clearly be as-
sociated with a political party, their state-
ments may be biased towards a specific
party. Identifying such biases is crucial for
political research as well as for media con-
sumers, especially when analysing the in-
fluence of the media on political discourse
and vice versa. In this study, we investi-
gate the extent to which political party af-
filiation can be predicted from textual con-
tent. Results indicate that automated clas-
sification of political affiliation is possible
with an accuracy better than chance, even
across different text domains. We propose
methods to better interpret these results,
and find that features not related to po-
litical policies, such as speech sentiment,
can be discriminative and thus exploited
by text analysis models.

1 Introduction

Analysis and classifications of political text is and
has been a very important tool to generate polit-
ical science data [8]. Traditionally, experts con-
duct such classifications by reading and labelling
the text of interest1. This is, however, a very time
consuming task and thus sets various limits on the
possible amount of data that a few experts can
analyse. The growing field of automated text anal-
ysis, which allows for the analysis of much more
text in less time, is therefore of great interest to

∗felix.biessmann@gmail.com
†pola.lehmann@wzb.eu
‡sebastian.schelter@tu-berlin.de

1See for example the Manifesto Project, the Comparative
Agendas Project or Poltext.

political scientists. Additionally, automated text
analyses allow for a more objective and replicable
analysis of political text than human coders can
achieve [9].

A major problem with automated text analyses
is generalisation to text domains other than that
on which the system has been trained [15]. While
political experts can read texts from different do-
mains and are able to detect political bias appear-
ing in a variety of contexts and styles, machine
learning algorithms are prone to poor performance
generalisation across text domains if the training
data is biased towards one domain only. Unfor-
tunately, good unbiased training data is difficult
to obtain. One of the best sources for automated
political text analysis systems are plenary debates
of the parliament: many studies are based on this
type of data, as it consists of a large source of text
that can be clearly associated with a party. We ex-
amine to what extent models trained on this data
can generalise their predictions to other text do-
mains, such as party manifestos and texts from so-
cial media. We discuss the effects of text length
and domain shifts of text data, and investigate
some possible reasons for the differences in clas-
sification performance.

We investigate the predictions of the models
with three strategies: first, we test the influence
of text length on the prediction accuracy. Second,
we use sentiment analysis to investigate whether
this aspect of language has discriminatory power.
Third, univariate measures of correlation between
text features and party affiliation allow us to re-
late the predictions to the kind of information that
political experts use for interpreting texts.

In this article, section 2 gives an overview of the
data acquisition and preprocessing methods, sec-
tion 3 presents the model, training and evaluation
procedures, in section 4 we discuss results and sec-
tion 5 concludes with interpretations of the results.

14
Proceedings of the International Conference on the Advances in Computational Analysis of Political Text (PolText 2016),

pages 14–19, Dubrovnik, Croatia, 14–16 July 2016.



2 Data Sets and Feature Extraction

We ran all experiments using publicly available
data sets of German political texts, and applied
standard libraries for processing the text. The fol-
lowing sections describe the details of data acqui-
sition and feature extraction.

2.1 Data
Annotated political text data was obtained from
three sources: a) the plenary debates held in the
German parliament (Bundestag) b) all manifestos
of parties winning seats in the election to the Ger-
man parliament and c) facebook posts from all par-
ties. The texts from plenary debates were used to
train a classifier and evaluate it on this in-domain
data. We employed the latter two data sources to
test the generalisation performance of the classi-
fier on out-of-domain data.

Parliament discussion data Parliament texts
are annotated with the respective party label. The
protocols of plenary debates are available through
the website of the German Bundestag [3]; we
leveraged an open source API to query the data
in a cleaned and structured format [2]. Each unin-
terrupted part was treated as a separate speech.

Party manifesto data The party manifesto text
originates from the Manifesto Corpus [12]. The
data released in this project mainly comprises the
complete manifestos of all parties that have won
seats in a national election. Each statement or
quasi-sentence2 is annotated with one of 56 pol-
icy issue categories. Examples for the policy cate-
gories are welfare state expansion, welfare state
limitation, democracy, equality; for a complete
list and detailed explanations on how the annota-
tors were instructed see [1]. Each quasi-sentence
has two types of labels: the party affiliation and
the manually assigned policy issue aimed at in
each quasi-sentence. The length of each annotated
statement in the party manifestos is rather short.
The median length is 95 characters, or 12 words3.
In order to increase the length of the texts for clas-
sification, we used the policy labels to aggregate
the data into the following topics: External Rela-
tions, Freedom and Democracy, Political System,
Economy, Welfare and Quality of Life, Fabric of

2A quasi-sentence has the length of an argument. It is
never longer than one sentence.

3The longest statement is 522 characters (65 words) long,
the 25%/50%/75% percentiles are 63/95/135 characters or
8/12/17 words, respectively.

Society, Social Groups. In this setting, each party
had just one data point for each of the topics.

Facebook post data We crawled the facebook
page of each party [4, 7, 5, 6] and extracted the
post texts, excluding all comments and other in-
formation. Like the manifesto data, these texts are
very short. As aggregation per topic was not pos-
sible for this data, we aggregated the texts by split-
ting all texts into parts of 1000 words.

2.2 Bag-of-Words Vectorisation

We tokenised all text data and transformed
it into bag-of-word (BOW) vectors as imple-
mented in scikit-learn [13]. Several options
for BOW vectorisations were tried, including
term-frequency-inverse-document-frequency nor-
malisation, n-gram patterns up to size n = 3 and
different cut-offs for discarding words which were
too frequent or infrequent.

3 Classification Model and Training

We leveraged bag-of-words feature vectors to train
a multinomial logistic regression model. Let
y ∈ {1, 2, . . . ,K} be the true party affiliation and
w1, . . . ,wK ∈ Rd the weight vectors associated
with the kth party. Then the party affiliation esti-
mate is modelled as

p(y = k|x) = ezk
∑K

j=1 e
zj

with zk = w>k x. (1)

3.1 Optimisation of Model Parameters

The model pipeline contained a number of hy-
perparameters that we optimised using gridsearch
cross-validation. To this end, we split the parlia-
ment speech data into training and validation sets
in a 90%/10% ratio; we trained the pipeline with
each parameter setting on the training set and val-
idated its performance on the validation set. We
chose the parameters of the best performing model
to train a model on the training and validation set
data. None of the data in the separately held back
in-domain test data nor the out-of-domain test data
sets was used for this hyperparameter optimisa-
tion.

3.2 Sentiment analysis

We extracted sentiments via a publicly available
key word list [14]. A sentiment vector s ∈ Rd

was constructed from the sentiment polarity val-
ues in the sentiment dictionary. We compute the
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sentiment index for attributing positive or negative
sentiment to a text as the cosine similarity between
BOW vectors and sentiment vector.

3.3 Interpreting bag-of-words models

Interpreting coefficients of linear models (inde-
pendent of the regulariser used) implicitly as-
sumes uncorrelated features; this assumption is vi-
olated by the text data used in this study. Thus di-
rect interpretation of the model coefficients wk is
problematic, see also [17, 10]. In order to allow
for better interpretation of the predictions and to
assess which features are discriminative, we com-
puted correlation coefficients between each word
and the party affiliation label.

4 Results

The following section gives an overview of the re-
sults for all political bias prediction tasks. Predic-
tions compared with the manifesto data were com-
puted using models trained on texts from the 17th
Bundestag, predictions obtained for facebook post
texts were computed with models trained on the
18th Bundestag4.

4.1 In-domain predictions

When predicting party affiliation on text data from
the same domain that was used for training the
model, average precision and recall values of
above 0.6 are obtained. We list the evaluation re-
sults for the political party affiliation prediction
on in-domain data (held-out parliamentary speech
text) for the 17th Bundestag in Table 1. These re-
sults are comparable to those of [11] who report
a classification accuracy of 0.61 on a five class
problem predicting party affiliation in the Euro-
pean parliament.

4.2 Out-of-domain predictions

For out-of-domain data obtained from manifesto
data, the models yield significantly lower preci-
sion and recall values between 0.3 and 0.4, see Ta-
ble 2. We observe a similar effect for the facebook
post data. The short texts resulted in poor pre-
diction accuracies of 0.51 on average. Addition-
ally, classes were highly unbalanced in this set-

4We leveraged the speeches from the 17th legislative pe-
riod for the first task as this legislature is already completed
and offers more data. Results for the 18th Bundestag are
similar but omitted for brevity. We employ the speeches of
the 18th legislative period for the facebook posts as the posts
were more recent.

Table 1: In-domain classification performance
for data from the 17th legislative period on in-
domain data. N denotes number of data points in
the evaluation set.

precision recall f1-score N
cducsu 0.62 0.81 0.70 706
fdp 0.70 0.37 0.49 331
gruene 0.59 0.40 0.48 298
linke 0.71 0.61 0.65 338
spd 0.60 0.69 0.65 606
total 0.64 0.63 0.62 2279

Table 2: Out-of-domain classification perfor-
mance (quasi-sentence level) on manifesto data
of a classifier trained on speeches of the 17th leg-
islative period of the Bundestag.

prec. recall f1-score N
cducsu 0.26 0.58 0.36 2030
fdp 0.38 0.28 0.33 2319
gruene 0.47 0.20 0.28 3747
linke 0.30 0.47 0.37 1701
spd 0.26 0.16 0.20 2278
total 0.35 0.31 0.30 12075

ting, since some parties have an order of magni-
tude more posts than others.

4.3 Influence of text length on accuracy

A key factor that made the prediction in the
out-of-domain prediction task particularly difficult
was the short length of the texts to classify, see
also section 2. In order to investigate the effect
of text length, we aggregated the data into longer
texts, and grouped manifesto data into political
topics. Table 3 shows the topic level prediction
results. We obtain F1 scores of above 0.8 for all
parties except for the SPD . As the facebook posts
lacked topic labels, we conducted the aggregation
of these texts by first concatenating all facebook
posts of a party into one long text; this text was
then partitioned into segments of 1000 words each.
For each party 50 random segments were selected
for classification. The results are shown in Table 4.
Prediction accuracies comparable to the in-domain
case can also be achieved for these texts. This in-
crease is in line with previous findings on the in-
fluence of text length on political bias prediction
accuracy [11].
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Table 3: Out-of-domain classification perfor-
mance (topic level) on manifesto data. Compared
to quasi-sentence level predictions (Table 2), the
predictions made on the topic level are more reli-
able.

precision recall f1-score N
cducsu 0.64 1.00 0.78 7
fdp 1.00 1.00 1.00 7
gruene 1.00 0.86 0.92 7
linke 1.00 1.00 1.00 7
spd 0.80 0.50 0.62 8
total 0.88 0.86 0.86 36

Table 4: Out-of-domain classification perfor-
mance on 50 randomly selected facebook posts
of respective party (text length: 1000 words). The
average prediction performance is comparable to
that on in-domain test data.

precision recall f1-score N
cducsu 0.65 1.00 0.79 50
gruene 0.67 0.12 0.20 50
linke 0.60 0.82 0.69 50
spd 1.00 0.92 0.96 50
avg / total 0.73 0.71 0.66 200

4.4 Misclassification and policy change

Automatic political text analysis requires a pro-
found understanding of the models used. One way
to better understand these models is to inspect
the misclassifications of a model. A potential
explanation for the misclassifications could be that
parties change their policy positions over time.
The confusion matrix for the 17th Bundestag in
Table 5 shows that the SPD manifesto texts are
often predicted as belonging to the CDU/CSU
on the topic level. This was the the legislative
period when the CDU under chancellor Merkel
was making a strong left move with respect to
socioeconomic issues.

4.5 Predicting government status

We also trained a model on government member-
ship labels, in order to a better compare against
other studies that predict party affiliation in a two
party system. Table 6 shows the results for the
17th legislative period. While the in-domain pre-

Table 5: Topic level confusion matrices of man-
ifesto texts.

Predicted
cducsu fdp gruene linke spd

Tr
ue

cducsu 7 0 0 0 0
fdp 0 7 0 0 0

gruene 0 0 6 0 1
linke 0 0 0 7 0
spd 4 0 0 0 4

diction accuracy is close to 0.9, the out-of-domain
evaluation on manifesto data drops again to a per-
formance close to chance. This is in line with re-
sults on binary classification of political bias in the
Canadian parliament [16]. The authors report clas-
sification accuracies between 0.80 and 0.87, and
find a pronounced drop in performance on texts
from a different domain (e.g. older texts or texts
from another chamber). In our results, the aggre-
gation into topics did not increase the accuracy
in this binary setting when classifying manifesto
texts. The drop in accuracy of the binary classi-
fier on facebook data (aggregated analogous to the
party affiliation case) was less pronounced: accu-
racies were above 0.70.

4.6 Discriminative features
Another important question when analysing auto-
matic text classification models is whether the dif-
ference between the features of each party stems
from different policies or from other aspects of the
text. To address this point we analysed features
that are discriminative for government member-
ship and for parties.

Sentiment correlates with political power The
drop in prediction accuracy in the government pre-
diction task was more pronounced for manifesto
texts than for facebook posts. What do facebook
posts and plenary debates have in common? In
contrast with the authors of manifestos, both the
speakers in the parliament as well as the authors
of facebook posts know which party is in govern-
ment. A language feature that might capture this is
sentiment. Indeed our results in Table 7 show that
positive sentiment strongly correlates with govern-
ment membership and the number of seats in the
parliament. Previous studies also find that text fea-
tures which are discriminative in a two party sys-
tem are not necessarily related to policies but more
to language of defence and attack [11].
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Table 6: Classification accuracy on the binary prediction problem, categorising texts into government
and opposition. Out-of-domain accuracy again drops close to chance performance for the manifesto data
but remains higher for the facebook post texts.

In-Domain Out-of-Domain
Parliament Manifestos Facebook Posts

Accuracy 0.88 0.60 0.76

Table 7: Correlation coefficient between the av-
erage sentiment of political speeches of a party in
the German Bundestag with two indicators of po-
litical power: a) membership in the government
and b) the number of seats a party occupies in the
parliament.

Sentiment vs. Gov. Member Seats
17th Bundestag 0.84 0.70
18th Bundestag 0.98 0.89

Correlations between words and parties In or-
der to determine further discriminative features,
we quantified which words were preferentially
used by each party by measuring the correlation of
single words with the party label. Unspecific stop-
words were excluded. We find clear differences
between the parties, which are in line with the par-
ties ideologies.

Left party (linke) Frequent words include refer-
rals to big companies (konzerne) and their prof-
its (profite), the working class beschaeftigte, the
social welfare program hartz iv as well as war
(krieg).

Green party (gruene) Uses words related to
environmental damage (klimaschaedlichen), ex-
ploited low wage employees (leiharbeitskraefte)
and pensions (garantierente).

Social Democratic Party (SPD) Uses mostly
unspecific words related to the parliament and
governmental processes (staatssekretaerin, kanz-
lerin, bundestagsfraktion) and some words related
to cutting of expenses (kuerzungen).

Christian Democratic Union/Christian Social
Union (CDU/CSU) Often used words relate to a
pro-economy attitude, such as competitiveness or
(economic) development (wettbewerbsfaehigkeit,
entwicklung) and words related to security (sicher-
heit, stabilitaet).

5 Conclusions and Limitations

We find that automated political bias prediction
is possible with an accuracy better than chance,
even beyond the training text domain. These re-
sults suggest that such systems could be helpful as
assistive technology, for example for human anno-
tators in an active learning setting.

In line with previous findings [16, 11], we find
a large effect of text length and text domain on the
generalisation performance of the classifier. The
first effect, that longer texts are easier to classify,
intuitively makes sense. Also humans are chal-
lenged when judging the political bias of shorter
texts out of context [8]. However, short texts are
a realistic challenge for automated political bias
prediction systems: political texts from social me-
dia data and other web sources are often very short
and hence difficult to analyse for both human an-
notators and algorithms. Both political education
and science can benefit from automatic analyses
of these very data streams, as these fields have a
strong influence on public opinion and yet cannot
be analysed by humans alone, due to the volume
of data.

The second effect, i.e. the drop in generalisa-
tion performance on out-of-domain data, appears
to be correlated to the first one: it can be allevi-
ated in some cases by aggregating texts into longer
segments. In the case of party affiliation predic-
tion, the out-of-domain classification is on a par
or even better than the prediction accuracy on in-
domain data. However in the binary classification
setting (government membership prediction), text
aggregation does not help as much: aggregating
manifesto data, written without the knowledge of
which party would be member of the government,
into longer texts does not counteract the effect of
out-of-domain accuracy drop. We attribute this ef-
fect in part to the fact that sentiment appears to be
a discriminative feature for government member-
ship.
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Introduction 
 
International survey research on 
democracy has made significant efforts to 
map popular support for democracy 
across the world. However, the concept of 
democracy can mean different things; it 
can refer to an ideal, to a political 
procedure, or to a set of political 
outcomes. When collecting survey data 
regarding the level of support for the 
concept of democracy, we do not know 
which of these meanings the support 
refers to. Perhaps differences in survey 
results are influenced by differences in the 
meaning of the concept democracy? While 
some scholars emphasize the procedural 
and institutional aspects that need to be 
present in a democracy, most theoretical 
definitions of democracy also include 
references to the ideals and values 
associated with democracy. The literature 
on public support for democracy has 
revealed significant cross-country 
differences in people’s attitudes towards 
democracy. The variance is partly due to 
differences between high “diffuse” support 
for the principles of democracy, which can 
be found in Western, consolidated 
democracies, and “specific” support for the 
performance of democracies, which is 
more prevalent in new democracies (see 
Easton 1975; Norris 1999; Linde & Ekman 
2003; Dahlberg & Holmberg 2012). 

Cross-cultural survey research 
rests upon the assumption that if survey 
features are kept constant to the maximum 
extent, data will remain comparable across 
languages, cultures and countries 
(Diamond 2010; Lolle & Goul Andersen, 
2015). Yet translating concepts across 
languages, cultures and political contexts 
is complicated by linguistic, cultural, 

normative or institutional discrepancies. 
Further, even if it is possible to 
unambiguously translate lexical items 
across languages, there may be semantic 
differences between various languages 
and various cultures in how these lexical 
items are used. Recognizing that 
language, culture and other social and 
political aspects affect survey results has 
been equated with giving up on 
comparative research, and consequently, 
the most commonly used “solution” to 
equivalence problems has been for 
researchers to simply ignore the issue of 
comparability across languages, cultures 
and countries (King et al 2004; Hoffmeyer-
Zlotnik & Harkness 2005). 

This paper presents our first steps 
towards using distributional semantics to 
account for semantic differences between 
lexical realizations of concepts across 
languages. Distributional semantics is a 
statistical approach for quantifying 
semantic similarities based on co-
occurrence information collected from 
large text data (Turney & Pantel 2010). In 
this experiment, we have used data 
collected from online sources such as 
blogs, forums, news sites, and webpages. 
The reason for using such data rather than 
balanced corpora is that it enables us to 
analyze word meanings in normal, 
uncontrolled, unsolicited, and 
contemporary language use. Compared to 
other methodological approaches aimed at 
identifying and measuring cross-cultural 
discrepancies, this approach has the 
advantage of enabling us to analyze how 
concepts are used in their “natural habitat” 
(Wittgenstein 1958). Our ambition is that 
using distributional semantics applied to 
such data will enable us to uncover 
potential meaning differences in the use of 
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terms across languages. For this study we 
make use of distributional semantics 
through Gavagai Living Lexicon - the 
largest distributional thesaurus online - to 
obtain a word-space, which is a set of 
terms semantically similar to the term 
democracy across 13 European 
languages including Russian. In a next 
step we apply a manual classification of 
word-space terms into a set of five broad 
categories, pertaining to democracy at 
different levels of abstraction. Doing so, 
we take a step towards the inclusion of 
new variables, accounting for differences 
in meaning across languages, into existing 
survey data-sets and thereby maximizing 
comparability across contexts.  

 
Satisfaction with the way democracy 
works  

 
There is a rich literature on both within an 

between country factors that affects 

citizens’ satisfaction with the way 

democracy works (for an overview, see 

Cutler et. al. 2013). Still there is a lot of 

variation left to explain. However, a crucial 

point regarding our attempts to gain new 

knowledge in this subject relates to the 

question about what citizens actually are 

expressing their support for?

 

Figure 1 Satisfaction with the way Democracy works across 49 countries 

 

Comment: The aggregated measures of citizen's satisfaction with the way democracy works (SWoD) are based on data from 

two different data sources. The Comparative Studies of Electoral Systems (CSES) module 3 and 4 (2006-2016) and the 

European Social Survey (ESS) wave 3 (2008). In both surveys the question is reading: On the whole, how satisfied are you with 

the way democracy works in [country]? In contrast to the CSES questionnaire (where the response options are 1-not at all 

satisfied to 4-very satisfied), the ESS response options are based on an 11 point scale, stretching from 0 (extremely dissatisfied) 

to 10 (extremely satisfied) (for more information, see: www.europeansocialsurvey.org/data). Differences in scale and time are 

not optimal for comparisons. However,  For 23 countries, data were overlapping between CSES and EES and the correlation 

between the two survey measures were  r=0.81, which makes them not identical but at least very close. Based on the this 

correlation we have combined them into one dataset where country averages were rescaled into 0-1 with high values indicating 

satisfaction.
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Some of the efforts to map people’s 

conceptions of democracy across the 

world can be found within the literature on 

political support. Public support is crucial 

for the legitimacy of a democratic regime, 

yet citizens can be critical of the 

incumbent democratic regime or be 

dissatisfied with certain political institutions 

while still support democracy as the ideal 

form of government. One way to 

conceptualize the different levels of 

political support has been provided by 

Easton (1975). The Estonian model 

differentiates between “diffuse support” for 

the political community and for democratic 

principles on the one hand, and “specific 

support” for the regime structure and 

political authorities on the other. The level 

of specific support is contingent upon the 

behavior of, and outcomes delivered by, 

authorities in relation to citizens’ 

expectations of authorities’ performance. 

Diffuse support captures “attachment to 

the political object for its own sake” 

(1975:445) and is generally associated 

with higher levels of popular support for 

democracy; it is accumulated through 

over-time socialization that gradually 

transforms into generalized attitudes 

towards political objects. In this sense, it is 

also contingent upon a history of specific 

support, in turn generated by a regime’s 

capacity to deliver order, protect human 

rights and uphold the rule of law, and 

generate economic development. 

In Critical Citizens, Pippa Norris 

(1999 Ed.) builds upon Easton’s definition 

and develops a five-level model for 

political support that includes support for 

the political community, regime principles, 

regime performance, regime institutions 

and political leaders. The different types of 

support are ordered along a continuum, 

ranging from diffuse support for the 

national community to specific support for 

political actors. Building upon those 

dimensions, the authors of Critical Citizens 

conclude that citizens in advanced 

industrial democratic societies are 

becoming increasingly sceptical towards 

political parties, parliaments and 

governments and their performance; yet 

popular support for democratic ideals, 

values and principles - part of what Easton 

conceived as diffuse support - remain high 

and widespread.  

A study by Holmberg (2012) has 
demonstrated that public support for 
democracy tends to be lower in new 
democracies (see also Aarts & 
Thomassen 2008), and citizens in new 
democracies tend to base their 
evaluations of democracy more on regime 
performance and economic outcomes than 
on conceptions of abstract democratic 
ideals (Bratton & Mattes 2001). In another 
article, Dahlberg, Linde & Holmberg 
(2015), shows that individual level 
determinants of support for democracy are 
interacting with institutional consolidation. 
In more newly democratized countries, 
perceptions of government performance 
and economical outcomes are more 
important for expressing support for 
democracy; while assessments of 
representation and procedures are more 
important in established democracies.   
 
In Search for the Meaning of 
Democracy 

 
The different methods available for 
studying how the meaning of democracy 
changes with the linguistic, cultural and 
political context can be summarized in two 
different approaches: one explorative 
approach, which allows respondents to 
describe what democracy means to them, 
and can be carried out either through 
surveys by utilizing open-ended questions 
(Dalton, Shin & Jou 2007) or using 
ethnographic methods (Schaffer 2000). 
The other approach is to use closed-
ended questions in surveys and ask 
respondents to rate the relative 
importance of different democratic 
properties and then deduce their 
understanding of democracy from these 
results (Bratton 2010). The different 
approaches have their advantages, but 
also limitations and caveats; survey 
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research using different batteries of 
closed-ended questions allows for global 
comparisons, but existing survey items 
suffer from validity issues as it has proved 
difficult to establish if democracy means 
the same to people across linguistically, 
culturally and socio-politically different 
societies. Ethnographic studies, in 
contrast, allow for “thick description” and 
enhance our understanding of what 
democracy means for people in ordinary 
social, cultural and political context. This 
method also captures both political and 
non-political uses of democracy, which 
can be used as an indicator of to what 
extent the concept is anchored in society. 
However, the ethnographic method is by 
default limited in its scope, which many 
would argue undermines cross-country 
comparisons. The method used in this 
paper combines the explorative approach 
of ethnographic methods with the 
systematic analysis used in survey 
research. It offers a solution both to the 
issue of validity and cross-cultural 
generalizations. Our approach enables us 
to analyze the use of the concept in its 
“natural habitat” (Wittgenstein 1958).  
 
Distributional semantics as method 
Distributional semantic models collect co-
occurrence statistics from text data in 
order to build high dimensional vector 
representations of terms where similarity 
between vectors indicates similarity of 
usage. The method is motivated by a 
structuralist meaning theory known as the 
distributional hypothesis, which states that 
words with similar meanings tend to occur 
in similar contexts, and that the contexts 
shape and define the meanings of the 
words (Sahlgren 2006). According to the 
hypothesis, if we observe two words that 
constantly occur in the same contexts, we 
are justified in assuming that they mean 
similar things. Distributional semantic 
models can thus be used to find 
semantically similar terms to a given target 
term - in effect, a distributional semantic 
model constitutes a statistically compiled 
lexicon. As an example, a distributional 
semantic model would likely return terms 
like “green”, “yellow”, “black”, and “white” 
when probed with the term “red”. In 
linguistic terms, this constitutes a 

paradigm, in which the members can often 
be substituted by each other in context.  

We have used an online 
distributional semantic thesaurus - the 
Gavagai Living Lexicon (Sahlgren et al, 
2016) - that continuously learns a 
distributional semantic model from online 
big data. To the best of our knowledge, 
this is the currently largest purely 
distributional multilingual thesaurus that 
updates its representations continuously 
with new data. As such, the resource 
enables us to analyze and compare the 
current usages of concepts in different 
languages. The specific distributional 
semantic model that is used in this study is 
called Random Indexing (Sahlgren 2016), 
a count-based method geared towards 
vast amounts of data that alleviates space 
usage problems by means of a random 
projection. The reason behind this is 
practical rather than theoretical, namely 
that Gavagai offers Random Indexing as a 
service. 

 
Table 1 Language data 

Language 

Approximate 
amount of 

documented 
data per day 

Danish (DA) 12 000 
German (DE) 340 000 
English (EN) 2 000 000 
Spanish (ES) 320 000 
Finnish (FI) 13 000 
French (FR) 330 000 
Hungarian (HU) 22 000 
Italian (IT) 122 000 
Dutch (NL) 88 000 
Norwegian (NO) 12 000 
Portuguese (PT) 170 000 
Russian (RU 363 000 
Swedish (SV) 150 000 

 
The Gavagai Living Lexicon uses data 
from a range of different sources, including 
news and social media that are open to 
the public. The data is retrieved from a 
number of different commercial data 
providers, such as Trendiction1, Twingly2, 
and Gnip3. The data flow contains millions 
of documents each day; at peak periods, 
the flow can reach millions of documents 
each day, which amounts to more than a 

                                                           
1
 trendiction.com 

2
 twingley.com 

3
 gnip.com 
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billion terms each day. Table 1 shows the 
languages analyzed in this paper as well 
as the approximate amount of daily 
documents. While the Gavagai Living 
Lexicon currently features 20 different 
languages, we have chosen to include 13 
on the basis of suitable data sample size. 
The amount of data differs considerably 
between languages: English is by far the 
largest language, followed by Russian, 
German and French.  

For the search term democracy 
(taken from World Values Survey 
questionnaires) in indefinite form, we 
collected 15 semantically similar terms for 
each language in March 2016, by using an 
application, Postman4, to call the Living 
Lexicon API. The strength of the 
relationship between the search term – 
democracy – its semantic neighbours is 
measured by a cosine value ranging from 
0 to 1 where 1 is perfect semantic 
similarity. The 15 items collected across all 
13 languages thus represent the rank 
order by semantic strength; the 15 most 
similar terms to the term democracy. 
Given that some languages contain larger 
amount of data than others, it is expected 
that some languages with less data - or 
languages newly incorporated into the 
Living Lexicon - will contain more noise 
than others. 
 

Thematic classifications of 
distributional thesaurus items across 
languages 

 
The theoretical attempts to portray 
people’s conceptions of democracy, as 
laid out by Easton and Norris, have gained 
some validity in a number of empirical 
correlational studies (see fc. Bratton & 
Mattes 2001; Aarts & Thomassen 2008; 
Holmberg 2012; Dahlberg, Linde & 
Holmberg 2014). 

For the empirical analysis, we have 
constructed a classification scheme that, 
drawing primarily on Norris (1999), is 
based on the separation between diffuse 
versus specific support for democracy. 
From this distinction follows that the 
separation not only is a matter of different 

                                                           
4
 getpostman.com 

levels of abstraction but also a difference 
in terms of input and output of the 
democratic system. If we are able to 
conceptualize language use for the term 
democracy into a smaller set of 
theoretically meaningful categories for 
different languages; we will also be able to 
incorporate the proportions of stances for 
each language within each category back 
to the survey-based data. These 
language-based variable constructs can 
then be used to correct for differences in 
meaning of the word democracy across 
languages. 

 
Figure 2 Classification categories 
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Figure 2 displays the classification scheme 
with six categories ranging from a more 
diffuse to a more specific level of 
abstraction. On the input side we find 
democracy in terms of principles – values 
the political system associated with – 
(category 2) and procedures - around 
which the political community or system is 
organized (category 3). On the output side 
we find democracy in terms of 
performance – outcomes of the political 
system for instance properties associated 
with economic development or the welfare 
state (category 4). Community (category 
1) and institutions and actors (category 5) 
are neither input nor output categories; 
while the former denotes the political 
community – or the collective society in 
which the political system is situated – at a 
more abstract level, the latter refer to 
institutions or individual actors of the 
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political system. In addition, we have 
included a separate category (6) for items 
not corresponding to any of the previous 
categories, for instance items that are 
simply noise.  

Knowing that automatic machine 
learned translators cannot always 
guarantee the interpretive sophistication 
required for studies of this kind, translators 
are employed for each language to assist 
with the categorisation process. In view of 
the language agnostic approach of this 
paper, this is somewhat methodologically 
fragile given that human translators 
inevitably introduce bias to the material. 
However, the translation was conducted in 
a supervised environment, where the 
translators were tasked with not merely 
providing translation suggestions of the 
items analyzed but of describing the items, 
using an official dictionary to capture the 
lexical meaning of the items derived from 
the Gavagai Living Lexicon. In addition, 

they were assigned to describe their views 
of the items in terms of “local semantics” 
(see Levisen 2014); how people within the 
specific language context generally 
comprehend of and make use of the items. 
While we know that some languages are 
more linguistically related than others - 
making direct translation of certain words 
easier - there might still be meaning 
discrepancies in the everyday word usage 
that would not be captured by an 
automatic translator. All in all, two 
translators were employed for each 
language translated so as to enhance the 
reliability of the translation process. 
Having translated all 15 items retrieved 
from the Gavagai Living Lexicon, 
classification of the items were 
subsequently conducted manually in a 
combined deductive-inductive manner 
using the classification scheme presented 
above (for an overview of the translated 
and classified items, see table A1).  

 
 
Figure 3 Classification of terms across 13 languages 
 

 
 
 

Findings 
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Based on the outcome from the word-
spaces of our 13 languages there are 
several implications. First of all, the 
Gavagai Living Lexicon appears to 
perform rather well; there is some noise in 
the word-spaces, but not very much. Noise 
is here understood as random terms not 
related the word democracy in any 
sensible meaning. Secondly, using a 
classification scheme inspired by a 
combination of Easton (1975) and Norris 
(1999) appears to be both comprehensive 
as well as rather complete. For most 
languages not many terms went into the 
“other” category (see figure 2 and table 
A1). An exception is Russian where 47 
percent of the terms did not fit in any of the 
categories. As for the remaining 12 
languages it is evident that particularly for 
the north-western European languages, 
the term democracy is mainly spoken 
about in terms of principles (category 2) of 
democracy. English is an exception to this 
trend with procedures (category 3) being 
almost as common as principles. 
However, talking about democracy in 
terms of principles is also common in 
Italian and Portuguese. In Finnish, the 
semantically similar terms relate to several 
categories; nonetheless, talking about 
democracy in terms of performance is 
more common compared to the other 
covered languages. 

Concludingly the analyses show 
that talking about democracy in terms of 
principles is, on average, the most 
common understanding of the democracy 
concept. However, we also find important 
variations across languages.  

From the survey research on 
support for democracy we have, as 
mentioned, seen indications that 
performance measures are more highly 
correlated with support for democracy in 
Eastern Europe, while principles are more 
strongly correlated in the North-West of 
Europe. Our analysis on language data 
lends support to these patterns to some 
extent. We find that the term democracy is 
mainly spoken about in terms of principles 
in Western Europe. For Eastern Europe, 
we do not have enough languages to 
cover for the data; although, we find a 

signal in the Finnish language use that 
supports the performance aspect.  

Notably, 13 languages is not a 
sufficient number to be able to make a 
contribution to the survey-based research 
field on support for democracy; we 
obviously need to increase the number of 
languages included in the distributional 
analysis. Another related problem is that 
there may not be much data available for 
all languages of interest.  

Our current modus operandi is to 
collect data from established data 
providers, which on the one hand saves us 
the trouble and cost of having to crawl 
data ourselves, but on the other hand 
makes us completely dependent on the 
coverage and availability of data from 
these providers. For a lot of the languages 
represented in for example the World 
Values Survey, there is very little data 
available from the providers we currently 
use. This problem is further aggravated by 
our need to analyze specifically the use of 
the term democracy, which in most cases 
is not a very frequently occurring term. 
Unfortunately, this means that we need a 
considerable amount of data for each 
language to be able to perform the type of 
analysis suggested in this paper; scarce 
availability of data makes it ostensibly 
difficult to apply techniques that require a 
sound statistical foundation.  

The Gavagai Living Lexicon uses a 
computing framework that emphasizes 
scalability and efficiency; hence, it is 
primarily design for big data environments. 
As we have discussed in this section, the 
current type of analysis only occasionally 
deal with such amounts of data; the typical 
case is rather that data is very small, 
which means a different type of 
distributional model will likely be preferable 
to use. 

One of the main issues with the 
proposed approach is that we need 
representations of normal language use in 
order to uncover how the term democracy 
is being used by language users. In this 
respect, we cannot use data from editorial 
sources such as Wikipedia, or balanced 
corpora like BNC. Given that we are 
interested in the ways in which the 
concept of democracy are used in 
everyday language, web data seems like 
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the most viable option, even considering 
the problems with using existing data 
providers. More fine-tuned control of data 
and method is thus required for analyses 
of this kind. Separating data by country of 
origin (geo-tagging) and source (news 
media versus social media) is currently in 
the works, although issues of 
comparability between data sources still 
remain. We are also currently investigating 
whether other distributional semantic 
models are better suited for our resources 
and ambitions, since Random Indexing is 
geared towards quantities of data that are 
orders of magnitudes larger than what we 
have access to.  

When these obstacles are solved, 
our final goal is to include the thematic 
categories into aggregated survey data. 
Ideally, our ambition is to be able to 
classify the meaning of democracy across 
as many languages as possible. The 
outcome from this thematic classification 
will then be incorporated as variables into 
an aggregated dataset with countries as 
units of analysis. Doing so, we will be able 
to account for the extent to which 
differences in support for democracy 
across countries are driven by differences 
in meaning of the targeted term 
democracy. For example, if we are able to 
find that the word democracy mainly is 
spoken about in terms of performance and 
outcome in East-European countries, then 
we would also expect that the levels of 
satisfaction will be more sensitive towards 
fluctuations and changes in GDP, GDP-
growth, inflation or unemployment rates 
within these contexts; but this is of course 
an hypothetical empirical question that 
remains to be answered.   
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Abstract 

  

Table A1 Translated semantically 
similar terms across 13 European 
languages 

Language 
Word-space term 

(descending cosine 
ranking) 

Classification 
number 

Danish 

DA religious freedom 2 
DA tolerance  2 
DA justice, fairness 2 

DA 
broad-mindedness, open-
mindedness  

2 

DA 
a debate, debate 
arrangement 

3 

DA equality, sameness  2 
DA solidarity 2 
DA blasphemy 2 
DA lads, jacks 6 
DA dignity 2 
DA brotherhood 1 
DA symbols 6 

DA 
equal worth, equal 
worthiness  

2 

DA freedom 2 
DA peace  2 

German 

DE humanity, humanness 2 
DE justice, fairness, equity 2 
DE freedom, liberty 2 

DE 
rule of law, constitutional 
legality, state of law 

3 

DE 
mutual understanding 
between people/peoples 

2 

DE tolerance 2 
DE human dignity 2 
DE humanity 2 

DE 
openness; open-
mindedness 

2 

DE 

humanity, good 
neighbourliness, 
compassion with fellow 
humans 

2 

DE equality; equity, sameness 2 

DE 
welcome culture, 
welcoming culture 

4 

DE peace 2 
DE solidarity 2 

DE 
neighbourhood; good 
neighbourliness, solidarity 

1 

English 

EN rule of law 3 
EN good governance 3 
EN human dignity 2 
EN constitutional democracy 3 
EN democratic governance 3 
EN democratic principles 2 
EN constitutionalism 3 
EN liberal democracy 3 
EN self-determination 2 
EN individual choice 2 
EN self determination 2 
EN secularism 2 
EN social justice 2 
EN freedom of speech 2 
EN freedom  of expression 2 

Spanish 

ES 
institutionality, 
institutionalism 

3 

ES representative democracy 3 
ES intellectuality 2 

ES historiography 6 
ES bourgeoisie 5 
ES internal democracy 3 
ES idiosyncrasy 6 
ES diaspora 1 
ES sovereignty 2 
ES stamp 6 
ES diplomatic mission 3 
ES diplomacy 3 
ES democratic governance 3 
ES social fabric 1 
ES oil industry 4 

Finnish 

FI system 3 
FI freedom of speech 2 

FI 
method, process, system, 
technique 

3 

FI strategy, plan of action 4 
FI device, appliance, gadget 6 
FI system 3 
FI service 4 
FI equality 2 

FI 
intellectuality, education, 
civilization 

2 

FI 
technique, technology, 
engineering, electronics, 
method 

4 

FI 
concept, rough-copy, first 
draft 

6 

FI 
operating model, concept, 
procedure, behaving 
pattern 

3 

FI research group 6 
FI market economy 4 
FI public transportation 4 

French 

FR 
doctrine, ideology, dogma, 
principles 

2 

FR civilization 1 
FR political class 1 
FR cohesion, solidarity, union 2 
FR music scene 6 
FR intelligentsia 5 
FR secularity, secularism 2 
FR participatory democracy 3 
FR bourgeoisie, middle class 5 
FR utility, usefulness 2 

FR 
national cohesion, national 
unity, national solidarity 

1 

FR inclusion, integration 2 

FR 
freedom of expression, 
freedom of speech 

2 

FR 
stimulate the economy, 
revive the economy 

4 

FR human dignity 2 

Hungarian 

HU defense, protection, shelter 4 
HU liberalism 2 
HU democracies 3 
HU the democracy 3 
HU litigious, contentious 3 
HU palm tree 6 
HU values 2 
HU banks 4 
HU inhabitant, dweller, 'citizen' 1 
HU in the style of 6 
HU existence, being 1 
HU societies 1 
HU with authorities 6 
HU the climate 4 
HU in the societies 1 

Italian 

IT equality 2 
IT equality 2 
IT self-determination 2 
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IT laicism, secularism, secular 2 
IT sovereignty of the people 2 
IT monarchy 3 
IT representative democracy 3 

IT 
of the query, of the 
interrogation 

6 

IT legality 2 
IT active citizenship 3 
IT of initiative 6 
IT equity 2 
IT legality 2 
IT brotherhood 1 
IT tolerance 2 

Dutch 

NL society 1 
NL governments 5 
NL economies 4 
NL society 1 
NL press, media 5 
NL system, structure 3 
NL allies 5 
NL survey, questionnaire 6 
NL broadcasts 6 
NL religion 2 
NL currency 6 
NL welfare, prosperity 4 
NL expression of opinion 2 
NL equality, sameness 2 

NL 
vendors, sellers, 
salespeople,  

6 

Norwegian 

NO human worth, human value 2 

NO 
United Nations High 
Commissioner 

5 

NO freedom of religion 2 

NO 
democracy, rule of the 
people 

3 

NO justice, fairness 2 
NO equality 2 
NO freedom of expression 2 
NO women's rights 2 
NO tolerance 2 
NO rule of law 3 
NO gender equality 2 
NO freedom of belief 2 
NO rule of law 3 
NO human rights 2 
NO self-determination 2 

Portuguese 

PT democratic regime 3 
PT representative democracy 3 
PT labour laws 4 
PT sovereignty 2 
PT supremacy 2 
PT human dignity 2 
PT meritocracy 2 
PT hegemony 2 

PT 
ring road, beltway, 
roundabout 

6 

PT individuality 2 
PT equity 2 
PT dignity 2 
PT representativity 2 
PT status quo 2 
PT rationality 2 

Russian 

RU paradigm 3 
RU elite 5 
RU ideology 3 
RU political elite 5 
RU diplomacy 3 
RU strategy 4 
RU intelligentsia 5 

RU 
gimmick, shtick, feature, 
zing; peculiarity 

6 

RU location, site 6 
RU Scotland 6 
RU bureaucracy 3 

RU 
edition, release; version, 
explanation, theory 

6 

RU 

product line, range;  ruler; 
school assembly; military 
assembly; assembly 

6 

RU 
platform; plan; platform 
shoes 

6 

RU 
modification, upgrade, 
variation, version 

6 

Swedish 

SV religious freedom 2 
SV equality 2 
SV freedom of opinion 2 
SV freedom of the press 2 
SV social justice 2 
SV freedom of expression 2 
SV rule law, state of justice 3 
SV freedom 2 
SV tolerance 2 
SV freedom of the press 2 
SV market economy 4 

SV 
equal value of all, 
everyone’s equal worth 

2 

SV feminism 2 
SV gender equality 2 
SV censorship 4 
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Abstract

For the last two decades, deliberative
democracy has been intensively debated
within political science and other related
fields. Only recently, deliberation research
has experienced a computational turn. In
this paper, we present a linguistic and vi-
sual framework for the study of delib-
erative communication. The framework
includes a range of visual analytics ap-
proaches to support research into deliber-
ation. In particular, we propose a range of
visualizations for highlighting deliberative
patterns over time, speakers, and debates.

1 Introduction

For the last two decades, deliberative democracy
has been intensively debated within political sci-
ence and other related fields. Deliberative democ-
racy promotes a form of democracy that is based
on normative rationality and public reasoning. The
ideal deliberation aims to arrive at a rationally mo-
tivated consensus instead of majoritarian decision-
making (Habermas, 1981; Gutmann and Thomp-
son, 1996). At its core, the discourse should be in-
clusive and based on extensive reasoning. Follow-
ing Habermas, stakeholders participating in the
discourse should be willing to adhere to “the un-
forced force of the better argument”.

While the empirical turn in deliberation re-
search (Chambers, 2003; Bächtiger and Steiner,
2005) has led to an increased understanding of de-
liberative decision-making, previous approaches
in political sciences rely on the application of
manual coding schemes determining the deliber-
ative quality within debates (Steenbergen et al.,
2003; Hangartner et al., 2007; Lord and Tam-
vaki, 2013). However, analyzing deliberative pro-
cesses through manual coding schemes are de-

∗Corresponding author

manding and time-consuming resulting in a lim-
ited set of debate corpora. Moreover, the coding is
often subjective making it subject to critical judg-
ments of other researchers (King, 2009; Black et
al., 2010; Dacombe, 2013). As a result, manual
coding poses challenges with respect to both va-
lidity and reliability.

Only recently, the computational turn in deliber-
ation research allows to analyze large quantities of
debates. Previous studies, however, focus on sin-
gle (visual) elements like topic structures (Nguyen
et al., 2012; Prabhakaran et al., 2014; Lin et al.,
2013) or cognitive complexity to proxy for debate
quality (Wyss et al., 2015) but fail to provide a
coherent framework for the exploration and inter-
pretation of deliberative communication. With the
VisArgue framework, we propose a novel linguis-
tic and visual analytics toolbox to study delibera-
tive communication in all its diverse aspects.

VisArgue is designed on the basis of compre-
hensible algorithms that also allow less experi-
enced scholars to grasp the underlying logic of the
visual tools. Due to the application of many vi-
sualization approaches to the same data, different
perspectives in the data are highlighted supporting
a detailed analysis of the data. In other words: the
VisArgue framework provides a toolbox for open-
ing the black-box of deliberative communication.

2 VisArgue framework

The VisArgue framework is based on a collab-
orative research initiative involving political sci-
ence, computational linguistics, and information
science and visualization engineering1. It is de-
signed to support scholars of deliberative commu-
nication in various ways. First, we propose a vi-
sual tool combining higher-level thematic struc-
tures with a close examination of the content (sec-
tion 2.1). Second, we introduce an approach to

1For more information, please see http://www.
visargue.uni-konstanz.de

31
Proceedings of the International Conference on the Advances in Computational Analysis of Political Text (PolText 2016),

pages 31–36, Dubrovnik, Croatia, 14–16 July 2016.



analyze speaker behavior patterns over topic and
time (section 2.2). These two visual approaches
mainly support the exploration of yet unknown
texts and can be applied independently of the lan-
guage. Finally, based on the theoretical founda-
tions of deliberative communication, the VisArgue
framework proposes a range of visualizations ex-
plicitly focusing on deliberative communication.
These visualizations range from a rather simple
statistical toolkit (section 2.3) to a visual analy-
tics approach combining close and distant reading
for the exploration of deliberative patterns (sec-
tion 2.4). So far, only German communication
data can be processed within these visualizations.

The framework is implemented using a client-
server architecture. Users can access the tools us-
ing their internet browsers which makes installing
extra software unnecessary. The web-client works
independently of the user’s operating system. The
software architecture is based on a Java back-end
and a JavaScript front-end. The processed data is
saved in a database (MongoDB) and is then loaded
into the user’s cache – making cached data acces-
sible to the visualizations without the need to pro-
cess it multiple times. To tackle privacy issues,
users have to use authentication to access the web-
client. This ensures only authorized access to the
data of each user.

In the following sections, we will provide an
overview on some of the visual analytics tools. We
will briefly describe the rationale and give exam-
ples of these visualizations. In order to provide a
coherent picture, we rely on data on the arbitration
on Stuttgart 21 (henceforth: S21). S21 is a rail-
way and urban development project in Southern
Germany. To reconcile conflicts between propo-
nents and opponents, an arbitration procedure was
established to discuss the facts of the project. The
arbitration lasted for 9 sessions. Overall, this re-
sults in a corpus of around 9.100 turns with almost
70 speakers.

2.1 Lexical Episode Plots

The Lexical Episode Plots (Gold et al., 2015b)
combine the logic of what Digital Humanities
scholars call “distant reading” with the logic of
“close reading”. Primarily, the visual tool is used
to explore yet unknown texts. In general, it can not
only be applied to communication data, but also to
any other (sequential) text data type. The contri-
bution of this visual analytics approach is twofold:

First, a novel text mining method to identify the-
matic clusters within a text is introduced. Second,
these clusters are presented in an interactive visu-
alization enabling an exploratory data analysis.

With respect to the applied algorithm identi-
fying the clusters, we rely on a comprehensive
method enabling less experienced users to grasp
the mathematical foundations of the algorithm.
The basic idea is based on the concept of lexical
chaining (Morris and Hirst, 1991). Hereby, we
attempt at extracting word-sequences that appear
more densely than expected within a text segment
given their count in the whole word sequence of
the text. Hence, each extracted cluster represents
a span of text in which the frequency of a specific
term is significantly higher than its average in the
document. The clusters are not only based on un-
igrams, but also on higher-order n-grams, i.e. two
or more words that form an entity term (like “com-
putational social science”). Additionally, based on
a likelihood ratio test, for each term cluster, we
compute its level of significance.

In a second step, the lexical episodes are vi-
sualized. The visual design follows the mantra:
overview first, zoom and filter, detail on demand
(Shneiderman, 1996). In general, each episode is
visualized as a vertical bar to the left of the text.
The bars span from the first to the last occurrence
of the term within a cluster segment. Each bar is
assigned a different color – bars that include the
same term are assigned the same color. Scholars
can visually explore the episode clusters, interac-
tively. First, episodes can be filtered based on the
level of significance. By interactively changing
the significance level, users can control the num-
ber of episodes displayed in the visualization. Sec-
ond, they can zoom in and out to switch between
a distant and close reading of the textual data. Fi-
nally, by clicking on an episode bar, the terms are
highlighted within the text representation.

Figure 1 shows the visualization of the Lex-
ical Episode Plots. The visualization reveals
the sequential structure of the arbitration on S21
and highlights the most important thematic clus-
ters. For instance, in the first session, the mem-
bers of the arbitration committee discussed the
transport of goods (Güterverkehr), the switches
(Weichen), and the emergency concept (Notfal-
lkonzept). Moreover, the visualization reveals that
Ms. Starke (Frau Starke) was the most referred
person in the beginning of the arbitration.
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Figure 1: Lexical Episode Plots for S21

2.2 ConToVi

ConToVi (El-Assady et al., 2016), the Conversa-
tion Topic Visualization, was introduced to ana-
lyze speaker behavior patterns. ConToVi tracks
the movement of speakers across the thematic
landscape of a conversation. It is designed to ex-
plore the dynamics of conversations over time,
highlighting speaker interactions and behavior
patterns. Hence, compared to the Lexical Episode
Plots, it adds a new dynamic layer to the analysis.

To uncover the topics in a given text, we uti-
lize a hierarchical topic modeling algorithm that
is developed to cope with the sequential struc-
ture of conversations (El-Assady, 2015). This al-
gorithm was designed to specifically address the
challenges with transcribed spoken data – namely
more noisy data containing non-standard lexical
items and syntactic patterns. Using the results of
the topic modeling algorithm span a floor for the
representation of speaker dynamics. In Figure 2,
the movement of speakers in the topic space is
shown. The topics are represented on the circu-
lar plot. Topics that are addressed more often are
visualized by larger segments on the circular plot.
With 16 topics shown, the movements and interac-
tions of speakers over time can be visually tracked
turn by turn. For instance, while in the previous
turn the yellow speaker has addressed the topic on
the left side, in this turn, the speaker moves to a
different topic on the upper right side. Similarly,
before the yellow speaker changed his or her topic,
the light green speaker moved from a topic on the
right side to the topic depicted at the bottom of the
circular plot.

Beside demonstrating dynamics of speakers
over time, ConToVi allows retracting the speak-
ers’ paths through the topic space. Since one of the
main theoretical assumptions of deliberative com-
munication requires speakers to listen and respond
to each other, we assume deliberative debates to
be characterized by overlapping paths. This is il-
lustrated in Figure 3 for one session of the arbi-
tration. The moderator of the debate moves back
and forth addressing most topics in this session.
In general, the moderator also addresses topics not
related to the moderation of the debate but actively
intervenes in the substantive issues of the debate.
Speaker A and B are both less involved in the de-
bate with Speaker A showing a tendency to the up-
per left topics – however, to some degree, the paths
overlap.
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Figure 2: ConToVi Visualization

Moderator

Speaker A

Speaker B

Figure 3: Speaker Paths

2.3 Deliberation Statistics
To arrive at a visual representation of delibera-
tive communication, deliberation needs to be mea-

sured. As part of the VisArgue project, we propose
a computational linguistic parsing system annotat-
ing the degree of deliberation for four dimensions:
participation, respect, justification, and accommo-
dation (Gold et al., 2015a; Gold and Holzinger,
2015). These four dimensions result from the
application of natural language processing tools,
unsupervised content extractions, dictionary ap-
plications, and statistical analyses. The four di-
mensions are further subdivided in different sub-
dimensions belonging to similar theoretical con-
cepts. For instance, within the broad dimension of
justification, we determine the type and degree of
reason-giving, the certainty with which informa-
tion are exchanged, and the reference to norms. In
total, the computational linguistic pipeline results
in 53 individual measures of deliberative commu-
nication.

In order to support the analysis of deliberative
communication, the VisArgue framework offers
the possibility to quickly access descriptive statis-
tics with respect to the 53 measures. In Figure 4,
we demonstrate the general visual rationale for
generating the statistics. Based on the type of
measure, scholars can drag and drop the measures
from the left side panel to the right panel. Be-
sides specifying the x- and y-axis according to the
scholars needs, they are provided the opportunity
to name the visualization. After all is set, by click-
ing on the button, the visualization is created.

One of these visualizations is shown in Fig-
ure 5. It depicts the degree of reason-giving for
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Figure 4: Statistics Visualization

each speaker in one of the sessions on S21, in re-
lation to the mean level of reason-giving in this
session. The green bars to the right indicate more
reason-giving than on average, the red bars to the
left less reason-giving, respectively. In general, we
also provide the possibility to aggregate the statis-
tics with regard to some metadata of the speakers,
e.g. the position towards the project.

Figure 5: Degree of Reason-Giving per Speaker

2.4 Lexical Units

In order to explore and interpret the various mea-
sures of deliberative communication, we propose
Lexical Units Visualization that is based on the an-
notation system but allows a distant reading of all
annotations. Similar to the Lexical Episode Plots,
the visualization combines the logic of close and
distant reading and can be used to interactively ex-
plore the discourse.

For instance, in Figure 6, we demonstrate the
visual approach for five deliberative annotations
in one of the sessions on S21. The five annota-
tions are visualized next to each other enabling
a distant comparison of textual features. Again,

similar to the Lexical Episode Plots, the text of
the debate is shown in black and each segment
is colored with its respective annotations. Each
segment represents an Elementary Discourse Unit
(EDU). Based on Marcu (2000), we assume the
text between two punctuation marks to belong to
the same event (Polanyi et al., 2004) and, hence,
to be collocated in one EDU. The first bar in Fig-
ure 6 visualizes argumentation (red), the second
bar conventional implicatures (blue), the third bar
event modality (purple), the fourth bar information
certainty (gree), and finally, the last bar emotions
(yellow). The figure reveals overlapping segments
of deliberative annotations and by providing zoom
functionality, close reading can provide more in-
sights into the debate and the reasons for these
overlapping segments of deliberative behavior.

Figure 6: Lexical Units Visualization

3 Conclusion

In this paper, we introduce the VisArgue frame-
work, a set of interactive visualization approaches
to explore and interpret deliberative communica-
tion. These visual analytics tools are based on
the result of a natural language processing pipeline
combining various measurement approaches. We
conclude that the turn in deliberation research to-
wards computational analysis is the next step for
analyzing large quantities of communication data.
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Grünenfelder, and Marco R. Steenbergen. 2007.

Mixing habermas with bayes: Methodological and
theoretical advances in the study of deliberation.
Swiss Political Science Review, 13(4):607 – 644.

Martin King. 2009. A critical assessment of Steen-
bergen et al’s Discourse Quality Index. Roundhouse
Vol 1 Issue 1.

Ching-Sheng Lin, Samira Shaikh, Jennifer Stromer-
Galley, Jennifer Crowley, Tomek Strzalkowski, and
Veena Ravishankar. 2013. Topical positioning: A
new method for predicting opinion changes in con-
versation. In Proceedings of the Workshop on Lan-
guage in Social Media (LASM 2013), page 41, At-
lanta, GA.

Christopher Lord and Dionysia Tamvaki. 2013. The
politics of justification? Applying the ‘Discourse
Quality Index’ to the study of the European Parlia-
ment. European Political Science Review, 5:27–54,
3.

Daniel Marcu. 2000. The Theory and Practice of
Discourse Parsing and Summarization. MIT Press,
Cambridge, MA.

Jane Morris and Graeme Hirst. 1991. Lexical cohe-
sion computed by thesaural relations as an indicator
of the structure of text. Computational linguistics,
17(1):21–48.

Viet-An Nguyen, Jordan Boyd-Graber, and Philip
Resnik. 2012. SITS: A Hierarchical Nonparametric
Model using Speaker Identity for Topic Segmenta-
tion in Multiparty Conversations. Proceedings of the
50th Annual Meeting of the Association for Compu-
tational Linguistics.

Livia Polanyi, Chris Culy, Martin van den Berg,
Gian Lorenzo Thione, and David Ahn. 2004. Sen-
tential structure and discourse parsing. In Proceed-
ings of the 2004 ACL Workshop on Discourse Anno-
tation, pages 80–87.

Vinodkumar Prabhakaran, Ashima Arora, and Owen
Rambow. 2014. Staying on topic: An indicator
of power in political debates. In Proceedings of the
2014 Conference on Empirical Methods in Natural
Language Processing, Doha, Qatar, October. Asso-
ciation for Computational Linguistics.

Ben Shneiderman. 1996. The eyes have it: A task by
data type taxonomy for information visualizations.
In Proceedings of the IEEE Symposium on Visual
Languages, pages 336–343, Washington, WA. IEEE
Computer Society Press.

Marco R. Steenbergen, André Bächtiger, Markus
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Abstract

Parties emphasize issues to attract votes
and mobilize intra-party groups. The plat-
form creation process creates opportuni-
ties for intra-party groups to contribute
to its content. In the face of internal
disagreement and diverse topical inter-
ests, however, manifesto writers must find
the most acceptable compromise between
issue emphasis and avoidance. I pro-
pose that divided parties discuss issues in
greater detail. Members from a range of
backgrounds see the manifesto as a venue
to detail and extend the details of inter-
nal compromise. This perspective leads
to the prediction that divided parties em-
phasize their policy goals in greater de-
tail. I evaluate this perspective using ev-
idence of internal disagreement and prior-
ities from a scaling model of speeches at
parties national meetings and a structural
topic model of election manifestos in Ger-
many.

1 Introduction

Party leaders prefer to only address issues that
increase electoral support and ignore topics that
highlight internal conflict. Yet, they also face
competing demands from within the party. If
party leaders use manifestos to detail policy com-
promises between groups that internally disagree,
manifestos will also include issues that appeal be-
yond electoral motivations. Do parties artfully
avoid conflict or use manifestos to negotiate in-
ternal coalitions?

I propose that parties’ campaigns address issues
to maintain diverse group support while also ad-
dressing topics popular to public opinion. I hy-

pothesize that leaders use election programs to
build support among internal groups. Well in-
formed, active and influential intra-party groups
demand more detailed proposals that outline the
compromises the leader will take upon entering
office. The outcome of these negotiations would
increase attention to these issues as intra-party
groups seek to limit the leader’s future policy-
making activities. Intra-party division, therefore,
fuels attention on issues in the party’s platform. I
contrast this approach with a hypothesis following
from an issue competition perspective that would
predict a strategy of issue avoidance.
I examine these competing propositions using data
from parties’ national congresses and election
manifestos for parties in Germany. These parties
allow members to give speeches at these meet-
ings before holding elections to select the party’s
platform. Like studies of intra-party heterogene-
ity (Debus and Bräuninger, 2008) (Greene and
O’Brien, 2016), I use automated content analysis
of speeches at national congresses to develop mea-
sures of intra-party division and issue diversity. I
examine the hypotheses by combining estimates
from an unsupervised scaling model (e.g. Word-
fish) (Slapin and Proksch, 2008), with a Structural
Topic Model (Roberts et al., 2013). I first scale the
level of disagreement at party national meetings
using Wordfish and combine these estimates with
the relative attention to issues at these meetings
using a Structural Topic Model. I then use these
estimates as structural covariates to predict the rel-
ative salience of issues in parties’ manifestos. The
results indicate that party manifestos often address
issues their leaders would rather avoid for elec-
toral reasons.
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2 Empirical Approach

I predict that intra-party disagreement either 1)
decreases the attention to issues, or 2) increases
attention to issues in party platforms. To adju-
dicate these hypotheses, I collected the texts of
manifestos for parties in Germany from 1990 to
2015 (Volkens et al., 2011). These parties pro-
duce manifestos following discussion at national
meetings. These meetings offer the opportunity
for members from diverse backgrounds to express
goals, run for internal positions and eventually
select future le(Ceron, 2012; Greene and Haber,
2016). These parties often demonstrate high levels
of parliamentary discipline and their leaders dom-
inate the legislative process. If party leaders truly
dominate the manifesto writing process, as many
have argued, then intra-party disagreement should
be pushed under the rug to avoid electoral defeat.

In the first stage, I estimate the relative dis-
agreement and attention to issues expressed at
parties’ national meetings. I begin by scaling
the relative positions of speakers to find the vari-
ance of positions expressed, which I label intra-
party disagreement. I then estimate the topics ex-
pressed in speeches at the national meetings us-
ing a STM with a variable to measure differences
across years. Based on the distribution of words
allocated to each topic, I measure the expected
proportion of words in each manifesto based one
the primary substantive topics expressed by the
model as predicted by structural covariates for
each year. By aggregating these results to mea-
sure the level of overall disagreement and effec-
tive expected number of issues (ENI), these results
provide the structural components in a model pre-
dicting attention to the issues identified by a STM
of parties’ manifestos.

2.1 Issue Salience
I predict attention to issues in parties manifestos
as identified by a Structural Topic Model (STM).
Like a correlated topic model, this approach al-
lows me to estimate the attention to issues in par-
ties’ manifestos, but also allows me to include
substantive covariates (metadata) that predict the
proportion of words on each topic. This approach
has been used in a variety of political applications
such as the framing and content of news reports,
survey responses (Roberts et al., 2014), twitter

feeds and even religious statements (Lucas et al.,
2015; Genovese, 2015).

I collected parties’ manifestos from the Com-
parative Manifesto Project (Volkens et al., 2011).
I then processed the texts by converting them into
raw text files that could be read into the stm pack-
age in R developed by Roberts et al. (2014). I
converted all documents from .pdf files to .txt. I
then removed all punctuation and numbers, and
converted all words to lower case stems using the
Snowball stemmer for German. I further removed
words that only appear in one percent of docu-
ments. Roberts et al. (2014) outline the generative
process for estimating an STM model with k top-
ics (fixed in advance by the researcher) for each
document (for additional information, see Roberts
et al. 2014). The STM applies a data generating
process to each of the documents and then sorts
through the data to discover the most likely val-
ues for each of the parameters. The model starts
at the document level, before estimating the topic
and the topic/word distributions based on the ob-
served word frequencies in each document. Each
document contains a mixture over topics to al-
low them to contain multiple topics. Following
Roberts et al. (2014), the document’s attention to
a topic is estimated from a logistic-normal gener-
alized linear model with covariates for each doc-
ument. Following Roberts et al. (2014), I include
a number of structural variables that allow me to
predict topic prevalence within each of the mani-
festos based on their disagreement and ENI.

2.2 Salience and Disagreement at Party
Congresses

While scholars have long sought to study intra-
party cohesion in parliamentary settings, innova-
tions in text analysis allow researchers to study
disagreement between members of the same party
through speeches (Bäck et al., 2014) or the mo-
tions voted on in party meetings (Ceron, 2012;
Ceron, 2013; Ceron, 2014). Like Greene and
Haber (2016), I gather speeches from party na-
tional meetings to measure the disagreement
within each congress.1

1Party congress transcripts are well adapted for studying
the effect of intra-party dynamics on electoral manifestos.
Parties hold congresses either annually or at least in the year
prior to an election to decide on the party’s electoral strategy,
policy goals and leadership. Party leaders likely dominate the

2
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I use the transcripts from these meetings to
measure intra-party disagreement using Wordfish
to scale the most important underlying dimension
of expressed conflict. Wordfish is an unsuper-
vised scaling model that estimates party positions
from the frequency of words used in a set of docu-
ments by distributing the primary parameters (the
mean and standard deviation) according to a Pois-
son distribution.The model predicts the count of
each word in each speech. The model further in-
cludes fixed effects for the speaker , word, and a
word specific weight that captures the importance
of word and estimates the speaker’s position.2

To estimate disagreement, I model the positions
of all speeches currently available and in a usable
format for the CDU (1990-2011), the FDP (1990-
2009) and the SPD (2001-2013) to estimate intra-
party disagreement. I then estimate the standard
deviation of the positions at each party congress.3

I present an overview of these estimates for the
CDU, the FDP and the SPD in Figure 1. As past
analyses note, the CDU faced somewhat higher
levels of disagreement in the early 1990s as in re-
sponse to the challenges of controlling an unpop-
ular government, but became more focused in the
opposition (1997-2005).

Figure 1: Intra-Party Disagreement
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meetings’ agenda, but members often select between mani-
festos and even leadership candidates at these meetings. In
many cases, party members that seek to express their support
for issues face few limitations in speaking at these meetings
(Kernell, 2015b; Kernell, 2015a). Policy motivated party
members can speak at these meetings to draw the leadership’s
attention toward their preferred goals or express support for
a set of issues.

2Like Wordscores (Laver et al., 2003), Wordfish has been
used to study expressed preferences in a range of settings
such as party election manifestos, speeches in parliament,
Twitter posts, motions in party meeetings and speeches at
party congresses (Proksch and Slapin, 2009; Ceron, 2012;
Bäck et al., 2014; Greene and Haber, 2016).

3In the analysis of CDU party congresses, I anchor the es-
timates using the positions of Helmut Kohl in 1994 and An-
gela Merkel in 2010 to reflect the party’s increasingly centrist
views.

I also use speeches to estimate the distribution
of topics as a baseline for the manifesto analysis.
I follow the same STM procedure that I undertake
for parties’ election manifestos, but also include
splines for the year in which the party congress
was held. This allows me to then estimate the ex-
pected proportion of words on each issue by year
using the point estimate for each topic and year.

I present the predicted expected proportion of
words for selected topics from year splines in Fig-
ure 2 based on a 25 topic model. I predict four
topics that I label as employment, the environ-
ment, reunification, and family politics based on
the words that are the most exclusive and frequent
for the topic (FREX).4. As Figure 2 shows, the
amount of attention to this topic spiked early in
the 1990s to reflect the fall of communism and the
individuals seek to shelter from the former soviet
bloc. 5 Finally, topic 18 includes a large number
of words related to children and families.6 This
topic became increasingly important within Ger-
many in the late 2000s and to the CDU in partic-
ular, as the expected topic proportion indicates in
Figure 2.

Figure 2: CDU Party Congress Topics
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I replicate this process for each party to esti-
mate the relative attention to issues in parties’ con-

4Topic 2 stands out as related to employment and social
help (arbeit, arbeitsmarkt, steueurreform, arbeitslos, sozial-
hilf). Topic 15 includes terms related to the environment and
globalization (okolog, markt, globalisier, umwelt, energi).
Topic 5 also includes some points related to the environment
(umwelpolitik, umweltsminist, klimaschutz) more closely as
it relates to climate change and government reforms

5Topics 6, 16 and 19 are closely related as the most ex-
clusive and common terms for the categories refer to asyllum
seakers, and immigrants in the first, the fall of the DDR and
East Germany (Ost, DDR West, dresdn) in the second and to
the politics of assylum and refugees (fluchtlingskonvention,
asylbewerb, herkunftsland, drangend) in the third.

6such as familienpolitic, elt, kind, kindergeld, betreu-
ungsgeld
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gresses. I then use the predicted proportion of
words from each party congress on each topic as
the issue level components to measure the ENI
at the party congress following Greene (Greene,
2015; Greene and O’Brien, 2016). I use the mea-
sures of intra-party disagreement, and ENI from
the party congress prior to the election as the pri-
mary independent variables. These variables pre-
dict the prevalence of words within each mani-
festo topic.

3 Analysis

I predict the attention to topics in manifestos by
estimating a structural topic model. The sample
for the main analysis is limited to 17 manifestos
in Germany from 1990-2012. Below, I present the
results of the structural topic model for a 14 topic
model.7 I first review the distribution of words
across documents and the content of each topic. I
then predict the effect of the covariates on the ex-
pected distribution of words in each topic based on
each parties’ level of internal disagreement. The
competing hypotheses suggest that parties will ei-
ther increase attention to issues in the face of in-
creased disagreement or they will avoid them.

Figure 3: Manifesto Topic Prevalence
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Topic 13: studier, hochschul, partei

Topic 2: liberal, fordert, informationsgesellschaft

Topic 11: fãrdie, fordert, werdendi

Topic 9: moglich, ftir, far

Topic 4: solidaritãt, fried, aufbau

Topic 1: euro, gerecht, mitbestimm

Topic 5: regierungsprogramm, ......, sozialdemokrat

Topic 12: sieh, bãrgergeld, liberal

Topic 10: ganz, ostdeutsch, beschãftig

Topic 3: statt, auslãnd, rund

Topic 8: euro, lãnder, rund

Figure 3 shows the proportion of words along
with those that score highly as both frequent and
exclusive (FREX). The most prevalent topics rep-
resent issues traditionally important in German
politics such as the environment and economy,
family politics and childcare, and Eurozone labour
market policies. The least common set of words
are those in Topic 14, that generally refers to gen-
eral statements on German labor policies. 8 I fo-

7Models using 10, 12, and 16 categories produce topic
estimates largely similar substantive topics.

8While some of the FREX terms presented in the mid-
dle categories appear uninteresting in Figure 3, a deeper look

cus the analysis on the effect of the structural co-
variates to consider the effect of disagreement.

I predict that electorally motivated, but divided
parties’ manifestos will avoid addressing issues in
detail. However, if party leaders are constrained
by their organizations or require their support, par-
ties’ manifestos will actually include greater de-
tail. The inclusion of the structural covariate for
disagreement allows me to examine the effect of
disagreement on topic prevalence.

Figure 4: Expected Proportion Tax Policy
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I present the expected prevalence of words on
those topics for which the structural covariates
have a clear effect. While intra-party disagree-
ment has a neutral effect on most issues, disagree-
ment has a negative effect in the most prevalent
topic, which I label as tax policy.9 I show the
predicted change in the expected proportion of a
manifesto’s focus on words related to tax poli-
cies in Figure 5 with 95% confidence intervals.
As the first hypothesis predicts, as disagreement
increases, the expected proportion of words fo-
cused on tax policies decreases. While the 95%
confidence intervals hug the zero line at the lower
bound through the range of the figure, 90% con-
fidence intervals are slightly above zero or values
lower than the mean level of disagreement (.91).
These results support the perspective that divided
parties avoid or de-emphasize the most important
issues.

However, the effect of disagreement reverses

into these lists reveal that the topics are substantively use-
ful. The topics reveal some degree of semantic coherence
and exclusivity. Although some topics are less coherent, the
combination of European issues with the national ones sug-
gests that these categories likely reflect the reality that many
issues are balanced between the national and European level.

9The most frequent words that also are the most exclu-
sive (FREX) for topic 8 are words such as kindergrundfrei-
betrag (child tax allowance), burgerversicher (general insur-
ance), gesundheitsprami (health care premiums).

4
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Figure 5: Expected Proportion Social Welfare
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on other policies. I show the effects of disagree-
ment on the expected proportion of a document
on social welfare policy10 and on issues related to
globalization11 in Figures 5 and 6 with 95% con-
fidence intervals. In both cases, at low levels of
disagreement, the topics are hardly discussed. At
higher levels, disagreement is associated with a
greater proportion of words.12 For these issues,
the results suggest evidence consistent with the
second hypothesis; parties include greater discus-
sion in the face of increased disagreement.

Figure 6: Expected Proportion Globalization
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ENI performs largely as expected.13 These re-
sults imply that as parties discuss more issues in
their party congresses, they emphasize economic
development in greater detail, but address less at-

10The social welfare topic includes words that score
highly on the FREX measure such as regierungsprogramm,
sozialdemokrati, mindestlohn, and brgerinnenprojekt.

11The globalization topic includes references to europea,
liberal, okologi, FTIR, FILR, and soil.

12These positive relationships persist using alternate mod-
eling choices such as changing the number of topics and
additional structural components, although the effects only
weakly become significant above approximately mean levels
of disagreement (.91) at the 90% level.

13It is positively associated with Topic 3. This topic in-
cludes words associated with the DDR, foreign states, the
economy, new, creation, and state., and the tax policy topic.
It is negatively associated with the globalization policy topic,
Topic 12 (FREX words: civil society, and a basic income for
citizens), and Topic 13 (FREX words: education and school)

tention to globalization, civil society groups, and
education in their manifestos.

4 Discussion

This paper seeks to disentangle the influence of
disagreement on the issues parties include their
election manifestos. This study forwards evi-
dence from party national congresses on the influ-
ence of intra-party heterogeneity on their election
manifestos. By measuring intra-party disagree-
ment and issue diversity from unsupervised con-
tent analysis of party congresses in Germany, I
show evidence that intra-party disagreement in-
fluences the attention parties give issues in their
manifestos.

The results from a structural topic model are
mixed. Disagreement is associated with decreased
attention to the most important topic.14 But, dis-
agreement is also associated with increased atten-
tion on topics that could be linked to the second
most important dimension of conflict, European
politics, post-materialism and quality of life is-
sues. These results indicate that competing per-
spectives on issue disagreement likely result from
the multi-dimensionality of European politics.
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Abstract 

Recent technological change has meant 
that political communication increasingly 
occurs across multiple mediums – includ-
ing newspapers, television, and radio, but 
also a wide range of social media. The 
differences that exist in message content, 
language, and audience – not to mention 
the varying affordances of different plat-
forms – greatly impact what users choose 
to communicate, how they communicate 
it, and how it understood by others. In 
short: the nature of political campaigns, 
and the way in citizens learn about and 
understand politics, is shifting. This 
working paper is the first step towards 
developing an empirical analysis to study 
this shift.  Preliminary analyses of con-
tent from Facebook, Twitter, debates, and 
announcement speeches over the past 12 
months of the 2016 US primary season 
make clear that (a) there is a considerable 
portion of campaign content in social 
media, and (b) that content is both similar 
in general themes and different in emo-
tional affect from what we see in more 
traditional campaign communications.   

1 Introduction 

The dramatic increase in the quantity and 
type of media platforms available has significant-
ly increased the visibility of political candidates.  
Consider the 2016 presidential race, for example: 
for most voters, Senator Bernie Sanders’ Twitter 
account or Senator Ted Cruz’s Instagram account 
are just a few seconds away. Instead of waiting 
for a daily newspaper or a radio address to hear 
the thoughts of a candidate, one can simply pull  

 
 
 
their phone out of their pocket and access the 
Facebook posts of Governor Jeb Bush. This ex-
pansion of campaigning venues means there is 
far more information about candidates and their 
campaigns than there was before. 

This new media landscape matters.  The dif-
ferences that exist in message content, language, 
and audience, as well as varying affordances of 
these different platforms, greatly impacts what 
users (such as presidential candidates) choose to 
communicate, how they communicate it, and 
how it is understood by others. It is thus essential 
for political communication scholarship to con-
sider relationships between the content of the 
message (tone, words, etc.); the target of the 
message (the intended direct and indirect audi-
ences); and mediation of the message (the tech-
nical/technological constraints involved in, as 
well as the social norms attached to, the media 
platform). This paper addresses the first of these. 
 

2 Background 

This project seeks to explore how changing 
the communication stream through which cam-
paign information is broadcast changes factors 
citizens consider when forming their ideological 
positions. A first step is the application of stand-
ard (dictionary-based) language processing tools 
to explore differences in language across both 
traditional and “new” communications mediums. 
It will capitalize on the tremendous amount of 
content being generated by the 2016 American 
presidential primary races. Part of the aim here is 
logistical: this project will develop new ways of 
structuring and managing corpora from multiple 
platforms – in this case, (1) scraped candidate 
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Facebook posts from the Facebook API, (2) 
scraped debate transcripts, (3) candidate speech 
transcripts, and (4) candidate Twitter data 
through the Twitter API. 1  Part of the aim is 
methodological: new analyses require that we 
reconsider whether the same dictionaries and/or 
algorithms can be effectively deployed across 
multiple mediums, for instance. Discussion will 
consider relationships between the content of the 
message (tone, words, etc.); the target of the 
message (the intended direct and indirect audi-
ences); and mediation of the message (the tech-
nical/technological constraints involved in, as 
well as the social norms attached to, the media 
platform). And extracted differences across cor-
pora will offer an early sense for how mediums 
matter for political campaigns in 2016.  

This paper builds towards a large project 
that will evaluate content of political campaigns 
across mediums. That project is motivated by 
Marshall McLuhan’s “the medium is the mes-
sage” argument, which claims that mediums 
(such as television, newspapers, Twitter, etc.) are 
themselves messages, entirely independent of the 
content that they present. (McLuhan, 1964). 
McLuhan uses the example of a heinous crime 
covered by a television newscast. He argues that 
the important thing to understand is how the 
presence of the television inside the home 
changes public opinion about the crime in ways 
that were not possible before the advent of in-
home TV sets. In essence, television brought the 
crime into the home by altering the way the users 
experienced the content of the story. For political 
campaigning, this paper begins to explore the 
idea that mediums fundamentally alter the con-
tent of the messages transmitted through them. 
This matters for how we think about the kinds of 
political information that is available to citizens.  

From McLuhan’s seminal work, we can turn 
to the initial question posed in this paper. How 
do mediums change the content of the message? 
To attempt to answer these questions, this project 
uses data from the 2016 presidential election 
across a variety of mediums. 

 

3 Measuring Text 

There are a variety of approaches used to 
understand political text (See Grimmer and 
Stewart, 2013 for discussion). This paper starts 
                                                
1 This includes announcement speeches from all candidates, 
all twenty debate transcripts (8 Democratic and 12 Republi-
can), 12,026 Facebook posts and 29,479 Tweets. 

with dictionary based processing. Dictionary 
processing can help us get at some of the ways in 
which mediums change political communication, 
although clearly not all of them. However, as this 
is a relatively new theoretical approach, a basic 
descriptive approach can provide the crucial first 
insights.  

Dictionary processing takes advantage of 
user-defined dictionaries to categorize and classi-
fy text. For example, Young and Soroka (2012) 
use this method to contribute to a large body of 
work that argues that language processing 
through established dictionaries can provide in-
sights into the tone/sentiment of the message. 
Automated text processing is also applied in 
Murthy and Petto (2015) who find that print me-
dia and Twitter systematically differ in the sen-
timent (positive/negative) attached to candidates; 
Evans et al. (2014) discover that Democrats, 
women, and incumbents Tweet differently than 
their opposites; and Golbeck et al. (2010) who 
revealed that the content of politician’s Twitter 
accounts does not provide new information or 
insights into government. But automated text 
processing can only get us so far as it inherently 
relies on sample selection and the dictionary 
used. As such, decisions about what words to put 
in the dictionary and their relationship to other 
words matter greatly for the findings of the pro-
ject.  

 

4 Data 

The first step this project makes in evaluat-
ing mediated communication is by looking at the 
actual words that are used in each medium. To 
restate the argument presented above, we should 
not expect the same message to exist across me-
diums. Perhaps the easiest way to think about 
mediated content is basic word counts. While 
admittedly a simplistic analysis, we can use actu-
al examples to highlight how this matters. A 
candidate who says “We need to address the im-
migration issue” is saying something different 
than a candidate who says “We need to address 
the immigration issue but not with amnesty but 
start with taking control of our own borders.” 
Undoubtedly some of the mediums are going to 
produce fewer words per 
post/tweet/statement/etc. In and of itself, this fact 
actually suggests that the theoretical argument 
presented here has weight. If some platforms 
constrain content in specific ways, it is inevitable 
that content will have to differ across mediums.  
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Figure 1 presents some basic descriptive in-

formation on the corpora used in this paper. It 
demonstrates that, among the mediums in this 
paper, the majority of words come from online 
social media platforms. Some candidates, such as 
Ben Carson, are especially prolific on mediums 
like Facebook where he posted over 111,000 
words. There are mediums that candidates use 
that are not represented here, television ads and 
other speeches prominent among them. Yet giv-
en the average person speaks at about 150 words 
per minute (Hulme et al., 1984), to equal the 
words on Facebook, Dr. Carson would have had 
to produce 740 minutes of television content. 
This means 740 individually different television 
ads (Kirmani and Wright, 1989). Then general 
takeaway, then, is that online platforms allow for 
more words to be produced than traditional ven-
ues and that campaigns seem to be producing far 
more online content than spoken words. 

 
Figure 2: Most Common Words 

 
We can also look at the most common 

words that are used across mediums. This will 
give us a sense of the general ideas and themes 
that exist in the platforms. For the most part, 
Figure 2 suggests that there is not a lot of varia-
tion within the most common words being used. 
This should not be that much of a surprise as 
some words are just more common in the English  

 
 

language than others. The two major differences 
that stand out are the presence of “Hillary” in 
Facebook posts as well as “live” and “watch” in 
Twitter. Secretary Clinton is actually largely re-
sponsible for using her own name, using it al-
most 1000 times in her posts.2 The Twitter result 
can be explained by the propensity for candidates 
to put links to their news conferences, debates, 
YouTube clips, and ads in their posts.  
 

5 Emotion and Mediums 

While the previous investigations do pro-
vide some basic understanding of the different 
mediums, a more complex analysis is needed to 
prove that mediation changes messages. Thus, 
going beyond word counts we can think about 
how the words that are used change based on the 
words that surround them. This is an important 
step in considering how a medium can funda-
mentally change a message. If candidates are 
talking about the same thing but applying differ-
ent affect to their words as mediums change, 
then the message is necessarily different. 

Applying the Linguistic Inquiry and Word 
Count’s (LIWC) positive and negative emotion 
dictionaries (Pennebaker, et al. 2001)3  provides 
an initial test of this theory. It is here that we 
start to see how mediums can change the mes-
sage of politicians. Figure 3 highlights the key 
differences between positive and negative emo-
tion words across mediums.  
 
 
 

                                                
2 As a point of comparison, Bernie Sanders uses his name 
439 times in his posts and Donald Trump is at, somewhat 
unexpectedly, only 530 self-references. 
3 There are certainly other software packages available that 
do similar work, such as the General Inquirer (Stone et al., 
1966) and SentiStrength (Thewall et al., 2010) among oth-
ers. 

Candidate
Bush1

Total Words

Carson2

Announce

Clinton3

Debate

Cruz4

Facebook

Kasich5

Twitter

Rubio6

Candidate % of Total Words

Sanders7
Trump8

Medium % of Total9

 93777
177519
162436
158034
128184
113114
164507
136406

NA

2.21
2.10
2.70
1.42
3.84
1.68
1.97
4.17
2.51

21.38
 8.59
29.33
20.61
21.87
34.09
26.28
29.80
23.99

24.34
63.02
29.05
39.02
29.74
22.61
30.12
22.71
32.58

52.07
26.29
38.92
38.95
44.55
41.62
41.62
43.31
40.92

 8.27
15.65
14.32
13.94
11.30
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14.51
12.03
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Announcement
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America3
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Know4
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Country6
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Going8
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Need10
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America
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President
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People
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Figure 1: Word Share Percentage by Candidate and Medium  
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Emotion word dictionaries do not capture the 
emphasis or tone in which they are delivered dur-
ing an in-person medium, such as a debate or 
announcement speech.  

These findings show that negative emotion 
words are a relatively stable percentage of words 
that are used in each medium (between 1.62% 
and 1.82%). However, live mediums (debates 
and announcement speeches) contain significant-
ly fewer positive emotion words than online me-
diums. This finding appears to run counter to 
conventional wisdom on how debates play out. It 
is not that debates consist of candidates throwing 
around emotionally charged language and offer-
ing combative responses. Instead, relative to the 
other mediums presented here, we see a compar-
atively sedate and toned down corpus. Debates 
are just as negative as other platforms, but they 
are significantly less positive.  

Results also find that the most emotionally 
charged commentary (positive and negative) is in 
Facebook and Twitter. Additionally, the data 
presented above was not “pre-whitened” in any 
way. This inevitably creates noise in the online 
mediums. Because hashtags and internet slang 
were left in as is and emojis were removed, the 
findings presented understate the emotion pro-
portion of words used. This finding reflects 
scholarship that finds high levels of emotional 
content in social media platforms (Bollen et al., 
2011; Woolley et al., 2010) as well as different 
sentiment in online mediums that we might ex-
pect (Groshek & Al-Rawi, 2013). Combined 
with the common word findings, the communica-
tion produced by the 2016 presidential candi- 

 
 

 
dates may be similar in the general theme, but 
there is variation in the affect attached to the 
messages. This matters not only for understand-
ing how mediums change messages but also in 
the broader question of how medium specific 
messages could affect individual level prefer-
ences and ideologies. 

6 Discussion and Future Work 

As stated above, the goal is to extract mean-
ingful differences in the produced politician 
communication. Therefore, the next steps for this 
project include expanding the corpora available 
as well as more advanced methodologies. As the 
2016 presidential election cycle continues, data 
will be added as they are generated. Currently, 
additional Facebook data is being collected for 
more candidates as well as more speech tran-
scripts and campaign coverage by major news-
papers. In addition, available campaign televi-
sion ads will also be transcribed. These addition-
al data will provide more insight into the medi-
ums in question.  

Some of the key considerations for under-
standing how mediums alter content is to look at 
components of the text such as: specificity, in-
clusive/exclusive group language, and sentence 
complexity. As such, beyond the methods ap-
plied in this paper, the project could take ad-
vantage of standard supervised machine learning 
topic modeling as well as N-gram analyses as 
well as other tools that can help tease out the im-
portant implications of mediated communication. 

All told, this initial inquiry suggests that 
mediums do matter for political communication. 
While it does not appear that the mediums sys-
tematically change the most common words, 
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findings here do suggest that at the very least the 
affect of statements differ across mediums. As 
such, political communications in the mediums 
presented here seem to contain the same general 
ideas while the words that surround those ideas 
have differing levels of affect. This matters as 
citizens react to emotion in political campaigning 
(Brader, 2004 & 2005). It is, thus, possible to 
claim that a citizen who is only exposed to one of 
these mediums is getting a very different set of 
messages than another citizen who only sees a 
different medium.  
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Abstract

There is a growing interest in automated
content analysis for agenda-setting stud-
ies. While topic models have shown to be
useful for this purpose, they are generally
troubled with low topic quality and cover-
age. To alleviate this, Korenčić et al. (2015)
proposed a semi-supervised topic modeling
methodology. The aim of this work is to
gain a better understanding of their method-
ology, by conducting a preliminary study
of the media agenda during the 2015 parlia-
mentary election in Croatia. Our goal is to
analyze the topics and their salience during
the official election campaign and the lively
post-election negotiation period. We report
on the methodological insights gained from
this study and a preliminary analysis of the
media agenda during the election period.

1 Introduction

Agenda-setting has been one of the most influential
media effects theories for decades. Its underlying
idea is that the media have the capacity to shape the
public’s perception of importance of particular is-
sues (McCombs and Shaw, 1972; Scheufele, 2000).
This effect is highly relevant during an election pe-
riod, as it is widely acknowledged that the salience
of media issues may influence voters’ choices.

Agenda-setting studies often rely on quantitative
content analyses of newspaper texts. In such stud-
ies, the media agenda is measured in terms of the
salience of the issues: the newspaper documents
are coded for issues, and the salience of each issue
is taken to correspond to its frequency across the
corpus. Recently, there has been a growing interest
in the use of automated content analysis leveraging
natural language processing techniques; in partic-
ular, topic models (Blei et al., 2003) have gained
wide popularity. Existing studies from the domains

of computer and political science demonstrate the
usefulness of topic models for agenda analysis
(Grimmer, 2010; Quinn et al., 2010; Kim et al.,
2014). However, they also identify the problems re-
lated to topical coverage and quality (Chuang et al.,
2013; Chuang et al., 2015), which may seriously
hamper the validity of an agenda-setting study.

Recently, Korenčić et al. (2015) proposed a
methodology based on topic modeling that mit-
igates the above deficiencies by using a semi-
supervised, human-in-the-loop acquisition of top-
ics, aiming for high-quality topics that better cor-
respond to media issues. In a nutshell, the method-
ology consists of two steps: an agenda discovery
step, in which topics are induced automatically and
revised manually, and an agenda measuring step, in
which the articles are tagged with topics. Korenčić
et. al demonstrate that the approach can outperform
a supervised classifier, while it additionally facil-
itates the discovery of topics. However, there is
a number of non-trivial design choices associated
with using their methodology, including technical
(e.g., model parameters) and conceptual (e.g., the
granularity and choice of topics) ones.

The aim of this paper is to put to practice the
methodology of Korenčić et al., and gain an under-
standing of its advantages and potential caveats. To
this end, we conduct a preliminary study on data
collected during one of the most interesting peri-
ods in modern Croatian political history: the 2015
parliamentary election and the lively post-election
period of negotiations on government formation.
This paper makes two contributions: we report on
(1) the methodological insights gained by applying
this methodology and (2) a preliminary analysis of
the media agenda during Croatian 2015 parliamen-
tary election.

2 Corpus

We collected the data for our study from seven
leading Croatian news sites: Večernji list, Jutarnji
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list, Slobodna Dalmacija, Glas Slavonije, T-portal,
Novi List, and RTL Televizija. We first selected
the news feeds that correspond to domestic and
regional news, and then collected the articles pub-
lished during the official election campaign (from
October 21st to November 6th, 2015), as well as
in the period between the election day and the con-
stitution of the Parliament (from November 8th
to December 28th, 2015). We next removed very
short texts (those with less than 40 alphanumeric
tokens) and non-texts (error messages, subscrip-
tion previews, photo galleries, etc.). Finally, we
performed deduplication by using word-level edit
distance to form groups of almost identical texts
and keeping from each group only one text per
news outlet. After filtering and deduplication, the
final corpus consists of 15,394 news articles.

3 Agenda Discovery

The first step in the methodology of Korenčić et al.
(2015) is agenda discovery. This is an exploratory
step, whose purpose is to chart a wide range of
topics present in the media. We use the term
“topic” instead of “issue” to avoid misunderstand-
ings that may stem from a narrow understanding of
the term “issue”, which is commonly employed in
agenda-setting studies to denote policy issues such
as health, defense, economy etc., as opposed to
less substantive campaign contents; cf. (de Vreese,
2004; Zeh and Hopmann, 2013). In contrast, the
term “topic” refers here to a broader range of differ-
ent contents, varying from “issues” to more vague
contents (such as intra-party conflicts and similar).
Furthermore, we use the term semantic topic1 to
refer to topics as perceived by humans, including
issues, processes, events, and entities. A semantic
topic stands in contrast to a topic induced automat-
ically by a topic model, to which we will refer as a
model topic.

Ideally, model topics will correspond to seman-
tic topics; in reality, however, model topics can
contain noise or correspond to more than one se-
mantic topic (Chuang et al., 2013). The objective
of the agenda discovery step, then, is to detect the
semantic topics and map them to model topics. To
this end, we rely on human inspection of topics
obtained by using several different models, each
run on the same data. Namely, studies have shown
that topics of a single model may not cover all se-

1Korenčić et al. (2015) used the word “theme” for the same
concept.

mantic topics (Chuang et al., 2015). By analyzing
the topics several models, we can compensate for
the incomplete coverage of the individual models.

3.1 Topic models
To discover the semantic topics, we use the LDA
topic model (Blei et al., 2003), available as part of
the Gensim package (Řehůřek and Sojka, 2010).
Text preprocessing consists of stop-word and non-
word removal, and stemming using a Croatian
stemmer of Ljubešić et al. (2007). Models are
trained using a fast online learning algorithm (Hoff-
man et al., 2010). We set model hyperparame-
ter α = 50/T (where T is the chosen number
of topics), while we set β = 0.01 (Griffiths and
Steyvers, 2004). Model learning parameters are set
to S = 1000, τ0 = 1.0, κ = 0.5, as proposed by
Korenčić et al. (2015). As input for the annotation
process, we constructed three LDA models: two
models with T = 50 topics (using different random
seeds) and one model with T = 100 topics.

3.2 Semantic topic discovery
After obtaining the 200 topics from the three mod-
els, we presented the topics to seven human an-
notators: two authors and five master students of
journalism. The annotators were instructed to per-
form a three-step annotation as follows. First, they
were asked to deduce the meaning of the model
topic by inspecting the list of words with high prob-
ability within the topic, and the list of news articles
ranked by proportions of the topic within the ar-
ticle. After the first step, a number of semantic
topics relating to the model topic were detected. In
the second step, annotators consulted a shared list
of extracted semantic topics to check whether the
topics they detected have not already been detected
by other annotators, and, if this was not the case,
to add the topics to the list. Finally, the annotators
used tags to link the model topics with the semantic
topics, and vice versa, and also provided a short
textual description for each model topic.

The actual annotation round was preceded by a
training session, in which the annotation procedure
was explained and demonstrated, followed by a test
round and a discussion. Model topic inspection was
performed with a GUI application deployed on a
server and accessed via remote desktop clients. The
annotators used the application to browse the topics
and inspect the lists of words and news articles.
Each annotator processed about 30 topics. The
assignment balanced the topics across the three
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models. On average, an annotator spent 10 minutes
on a single topic (min. 5.5 and max. 16.8). The
total annotation effort was 33 person-hours.

3.3 Semantic topics revision

The procedure outlined above yielded 106 semantic
topics. However, a closer inspection revealed er-
rors in the annotations: some semantic topics were
repeated, some were named ambiguously, while
in some cases the link between the semantic topic
and the underlying model topics was questionable.
We speculate that the annotation quality could be
ameliorated by investing more time in annotator
training and by enforcing a more strict annotation
procedure. We also observed that some topics, such
as weather reports and traffic disruptions, while
annotated correctly, are ultimately irrelevant for
agenda analysis. For these reasons, we decided to
carry out one additional revision round.

Another, less surprising finding was that the ob-
tained topics are not mutually exclusive – rather,
the topics are of different levels of abstractness and
constitute a hierarchy. While inspecting the discov-
ered topics and relations among them, we found it
convenient to manually organize the topics into a
taxonomy.2 For instance, we put the semantic topic
election polls under election forecasts, which, to-
gether with election results, we put under electoral
process. We found that such a taxonomy was very
useful for identifying and scoping the topics of in-
terest. More concretely, we could use the taxonomy
to chose a suitable level of topic granularity.

Topics were revised and organized in a taxonomy
jointly by all three authors, which took about three
hours. After the second round, a list of 71 seman-
tic topics remained, organized in a taxonomy with
the following 21 top-level categories: prosecutions
of public figures, post-election negotiations, for-
eign policy, terrorism and refugee crisis, Catholic
Church, institution of the president, armed forces
/ Croatian army, electoral process, ecology, en-
ergetics, education, tourism, decentralization and
reform of local and regional government, health
care, media and journalists, trade unions and work-
ers’ rights, economy, intra-party conflicts, agricul-
ture, brain drain and demography, and independent
events. The last category mostly pertains to specific
events that occurred during the election campaign,
but which do not fit well in any other category.

2We note that there exist models specifically designed for
the extraction of topic hierarchies; e.g. (Griffiths et al., 2004).

4 Agenda Measuring

The detected semantic topics provide the analyst
with a general overview of the media agenda. The
next step is to measure the salience of the detected
topics. For this preliminary study, we decided to
focus on topics from two top-level categories: elec-
toral process and post-election negotiations.

4.1 Defining custom semantic topics

We began our analysis with the inspection of the se-
mantic topics in the two selected categories, using
the same method as for the agenda discovery step.
The inspection revealed that some topics overlap,
while others seemed to be missing relevant content.
We therefore decided to introduce new topics that
better capture the issues of interest. We dub these
topics custom semantic topics, as they are not the
output of the topic discovery process, but were later
constructed specifically for the purpose of agenda
analysis. We defined six custom semantic topics
of interest by combining existing semantic topics;
an exception is the party negotiations topic, whose
content we split into custom topics negotiations
and negotiations–substance. The complete list of
custom topics and semantic topics belonging to two
selected categories is shown in Table 1.

What has become obvious at this point is the
need for text exploration tools that would comple-
ment and improve exploration based on the inspec-
tion of topic models (browsing topic-related words
and articles). We envisage that such tools would
enable keyword-based text retrieval for a deeper ex-
ploration of semantic topics, text similarity-based
search for tracing rare issues, ability to seed en-
tirely new topics, as well as the interactive modifi-
cation of topic models, perhaps along the lines of
(Hu et al., 2014). We consider this an interesting
challenge for future work.

4.2 Measuring topic salience

After defining the custom topics, we proceed to
measure their salience by counting the news articles
in our corpus that deal with this topic. We do this
by tagging each document with custom semantic
topics. This process is essentially used as a proxy
for human coding of the articles with topics.

To perform the tagging, Korenčić et al. (2015)
propose to build a new topic model specifically cus-
tomized towards the topics of interest. Namely,
when using a non-customized model, there is
no guarantee that model topics produced by the
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Top-level
categories Custom semantic topics Semantic topics Description

Electoral
process

election mathematics election forecasts, election
polls, election results

pre- and post-election polls, speculation
and statistics, forecasts, turnout, results,
parliament combinatorics

election procedures and
regulation

election procedures and regu-
lation, voting outside the place
of residence, election rules and
DIP, irregularities

election calendar, candidacy, monitoring,
Ivan Turudić, electoral commission, candi-
dates’ debates, ethical commission, voting
rules, irregularities

election program and
campaign

economic election program,
media coverage of elections

communication and bickering of parties
and politicians, election programs and cam-
paigns

Post-election
negotiations

negotiations party negotiations, split within
Most

negotiations and position taking, accusa-
tions and bickering, split within Most

negotiations–substance party negotiations reform of local government, exclusive eco-
nomic zone, economic and fiscal measures

appointment of the PM
designate and constitu-
tion of the Parliament

appointment of the mandate,
presidential consultations, con-
stituting the parliament

legal procedure and political process of the
PM candidate appointment and constitut-
ing the Parliament

Table 1: List of semantic topics and derived custom semantic topics for the selected top-level categories

stochastic inference procedure will match any of
the semantic topics of interest. Even if they would
match to a certain extent, one would still have to
manually inspect them and map to semantic topics.

Model customization is achieved by construct-
ing, for each semantic topic, a list of seed words
– words highly indicative for that topic. Once we
have such lists, the model is built with probabilistic
priors set to enforce topics that assign high prob-
ability to seed words. The underlying idea is that
models built in this way will produce topics that
correspond to custom semantic topics we are inter-
ested in. We follow the procedure of Korenčić et
al. (2015) for obtaining the seed words: for each
custom semantic topic, we inspect the list of highly
probable words for that topics, and for each such
word, we inspect a list of news articles estimated as
related to it by a word-article association measure.
If the majority of articles indeed deal with the con-
sidered topic, we add the word to the seed words
list for that topic. Table 2 shows the seed words for
the considered custom topics.

For document tagging, we follow the procedure
outlined by Korenčić et al. (2015): for each news
article, using the customized model, we first infer
the topic probability distribution, and then tag the
article with the semantic topic corresponding to its
most probable model topic.

An important insight we gained in this step is
that some semantic topics are difficult to detect
using topic models. For rare issues, custom topic
model seeded with issue-specific words will pro-
duce a topic that includes other similar topical con-
tent, ultimately decreasing the tagging precision.

Custom semantic topics Seed words
election mathematics mandate, result, poll, win,

vote, voter, exit, preferen-
tial, turnout, advantage, con-
stituency

election procedures and
regulation

committee, DIP, donation, re-
port, spend, donate, promotion,
GONG, financing, law, elec-
toral silence, violation, cam-
paign, debate, complaint, ob-
server

election program and cam-
paign

economic, program, VAT,
promise, electoral, termina-
tion, Prnjavor, demographic,
irrigation, debt

negotiations Petrov, negotiation, Božo,
Prgomet, meeting, non-party,
independent, Petrina, Drago,
key, Grmoja, tripartite, reply,
support, forming, pressure

negotiations–substance reform, local, self-governance,
belt, devalvation, inflation, ra-
tionalization, model, termina-
tion, Lovrinović

appointment of the PM
designate and constitution
of the Parliament

PM-designate, signature, con-
sultations, forming, Pantovčak,
round, session, Reiner, consti-
tutive, convocation, elected

Table 2: Seed words for the chosen topics

We believe that a better alternative to detecting such
topics is to describe them with a set of discrimina-
tive keyphrases, similarly to traditional dictionary
approach to coding (Krippendorff, 2012). A case in
point are the Ljubljana Bank and voting outside the
place of residence topics, for which tagging based
on a boolean keyword-based query fared much bet-
ter than tagging using a customized topic model.
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Figure 1: Electoral process and negotiations

5 Preliminary Analysis

In this section we present the results of using our
model to conduct a preliminary analysis of the
media agenda during Croatian 2015 parliamentary
election.

5.1 Topic-event correlation
We note that validity is an important consideration
when applying automated content analysis for polit-
ical science research (Grimmer and Stewart, 2013;
Lacy et al., 2015; Zamith and Lewis, 2015). While
a thorough investigation of validity of our approach
does not fit the scope of this paper, we ran a sanity
check by analyzing how the inferred salience of
topics correlates with real-life events.

In Fig. 1 we show the frequency of the articles
across the six topics we considered. We find that
the salience of semantic topics (defined as the num-
ber of articles tagged with the semantic topic) is
very well correlated with real-life events. This
correlation confirms the predictive validity (Grim-
mer and Stewart, 2013) of the model. Concretely,
the election mathematics topic (including contents
such as poll results, prediction of winners and
losers, election results, etc.) was very salient in
the week preceding the election day, and rocketed
on the election day (November 8th).

Further evidence in support of the validity can
be found by considering the events that took place
after the election day. As none of the parties won
the majority necessary to form the Government,
both major parties – Social Democratic Party (SDP)
and Croatian Democratic Union (HDZ) – tried to
win over the newly established party of Most (The
Bridge), which won a significant number of seats.
Negotiations between the parties got excessive me-
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Figure 2: Substantive vs. non-substantive political
topics in the pre-election period
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Figure 3: Substantive vs. non-substantive negotia-
tion topics in the post-election period

dia coverage, which is successfully registered by
our topic model. Furthermore, the week-to-week
salience of the negotiations topic, also captured by
our model, corresponds to the real-life events that
triggered the visibility of this topic in the public dis-
course (bargains and disputes between the parties,
search for the PM designate who would prompt
Most to support one of the major parties, etc.). The
same goes for the topic appointment of the PM des-
ignate and constitution of the Parliament, which
was the most prominent in the days preceding the
finally arranged constitution of the Parliament and
formation of the Government.

5.2 “Game-schema” coverage

After the sanity check, we turned to a more in-
sightful analysis from a political communication
perspective. Building on the acknowledged distinc-
tion between substantive and less substantive elec-
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tion coverage (cf., for instance, Zeh and Hopmann
(2013)), we divided the semantic topics into “sub-
stantive” and “non-substantive” ones. For the pre-
election period, we categorize election mathemat-
ics and election procedures and regulation as non-
substantive topics, and election program and cam-
paign as a substantive topic. For the post-election
period, we differentiated between no-substance ne-
gotiation topics (such as conflicts between parties,
bargains, etc.) and substantive negotiations that
evolved around certain policy issues (cf. Table 1).
Figures 2 and 3 show the week-to-week salience
of these topics in the pre-election and post-election
period, respectively.

The interesting finding is the clear dominance
of the “non-substantive” content over the “substan-
tive” content during the pre-election period. This
primarily refers to the dominance of articles that fo-
cused on “horse-race” issues (e.g., opinion polling,
who’s ahead and who’s behind, prediction of re-
sults) and the campaign hoopla, as opposed to ar-
ticles that covered election programs and similar.
Expectedly, the gap between substantive and non-
substantive content was widening as the election
was approaching. Interestingly, Figure 3 shows
that this discrepancy was even stronger in the post-
election period, suggesting that during the negotia-
tion process media were more interested in parties’
political bargain than in substantial content of ne-
gotiations. Whether this is due to media’s interest
in hoopla or due to the fact that politicians did not
put substantial issues on the table is of course not
the focus of this study. Overall, the analysis reveals
the dominance of the “game schema” over more
issue-centered information in the media coverage
of elections, already witnessed in a number of coun-
tries (Patterson, 1993; Strömbäck and Dimitrova,
2006; Zeh and Hopmann, 2013).

6 Conclusion

We used a semi-supervised topic modeling method-
ology of Korenčić et al. (2015) to carry out a pre-
liminary study of the media agenda during the 2015
parliamentary election in Croatia. The methodol-
ogy consists of agenda discovery, in which model
topics are manually mapped to semantic topics,
and agenda measuring, in which news articles are
tagged with topics. The primary purpose of our
study was to gain a better understanding of the en-
tire modeling process. In the agenda discovery step,
the main methodological insights we gained is the

need for a stricter annotation procedure and the
importance of constructing a taxonomy of topics.
In the agenda measuring step, we found the need
for exploratory tools that would complement and
improve the inspection of topic models and learned
that some topics might be detected more precisely
using keyphrases rather than topic model coding.

In a preliminary analysis of the media agenda,
we were able to confirm the predictive validity of
our model. Furthermore, we demonstrated the ap-
plicability of topic modeling by investigating the
presence of substantive vs. non-substantive con-
tents in the media coverage of the election. The re-
sults corroborate the common established assump-
tion about the rise of game-oriented coverage at
the expense of issue-related contents. It should be
noted, however, that the findings presented here are
just a few of the results that were obtained using
topic modeling analysis, as a more detailed report
would exceed the scope of this paper.

For future work, we plan to devise a stricter anno-
tation procedure based on cross-checking, and test
it using topic quality and coverage as the criteria.
We also intend to experiment with text exploration
tools complementary to topic models. Future vali-
dation should include more rigid quantitative vali-
dation measures and comparisons with the findings
obtained by human coding. Finally, future research
of media election coverage should be more focused
in scope and include only articles specifically per-
taining to election. This would weed out redundant
content and may yield even more insightful results.
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Abstract

In this paper, an unsupervised approach to
tracing sentiment dynamics for named en-
tities is presented. It is based on training
successive word embedding models, up-
dating them with new textual data (for ex-
ample, daily news flow). Then, for the
named entities under analysis, semantic
distances towards evaluative adjectives are
measured in the trained models, providing
data about typical features associated with
the given entity. Examples of applying this
approach to English and Russian material
are described.

1 Introduction

Sentiment analysis is a well-established field
within natural language processing (Pang and Lee,
2008). It is aimed at automatically detecting the
tonality of people’s opinion about some entity.
One of frequent use cases for sentiment analysis is
tracking how the reputation of a person (for exam-
ple, a politician) changes over time. The presented
paper is dedicated to this particular application.

We propose to extract sentiment dynamics from
mass media texts, for example news pieces. For
this purpose we employ distributional semantics
and machine learning, particularly neural embed-
ding models, which have gained considerable at-
tention in the recent years.

We present a comparatively fast and simple
method of calculating how the public opinion
trends change for the particular named entities, us-
ing sets of evaluative words as ‘anchors’. Essen-
tially, our idea is that one can describe sentiment
towards a word or a multi-word entity in a distri-
butional model as a set of distances between this
word’s semantic representation and the semantic
representations of a limited number of evaluative
words (mostly adjectives). A naive example would

be the entity ‘Adolf Hitler’, with the semantic rep-
resentation in the model much closer to the rep-
resentation of ‘bad’ than to ‘good’, and the en-
tity ‘Albert Einstein’ closed to the representation
‘smart’ than to ‘dumb’. Such representations can
then be compared across models trained on differ-
ent time periods to trace sentiment dynamics. We
have tested and verified the method on both En-
glish and Russian text corpora.

2 Related Work

The conceptual basis for neural embeddings is dis-
tributional semantics with its main idea: meaning
is a sum of contexts (Firth, 1957). It means that
it is possible to represent words or multi-word en-
tities (including named entities, such as persons)
with vectors of their contexts. Co-occurrence data
is typically mined from large text corpora, suppos-
edly representing language as a whole.

Prediction-based distributional models (the
most famous tool in the field is arguably
word2vec1, implementing Continuous Skipgram
and Continuous Bag-of-Words learning algo-
rithms) attempt to learn optimal lexical vectors
(embeddings) by predicting words based on their
contexts (Mikolov et al., 2013). Their objective
function causes words that occur in similar con-
texts to learn similar embeddings during the train-
ing process, which allows finding the ‘nearest as-
sociates’ for any given word, as well as distances
between pairs of words.

Such models have been shown to outperform
more traditional count-based models (Baroni et
al., 2014), and are increasingly widespread in nat-
ural language processing applications requiring
semantic representations. In this research, we aug-
ment the concept of neural embeddings with the
idea of successively updating distributional mod-
els with new textual data (see Section 4).

1https://code.google.com/archive/p/
word2vec/
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Note that word embeddings are now sometimes
also used as a source of data for compiling polar-
ity lexicons for sentiment analysis techniques; see,
for example, (Pablos et al., 2016) and (Castellucci
et al., 2016). However, we use polarity lexicons
available from previous work to select our evalu-
atDive words, so we avoid influencing the evalua-
tion words by the corpa itself.

3 Description of corpora and polarity
lexicons

To experiment with tracing sentiment changes, we
use lemmatized corpora of English and Russian
news text, where each word is annotated with its
part of speech (PoS) to help disambiguation for
distributional models.

The English corpus consists of The Signal Me-
dia Dataset2, which contains 265,512 blog articles
and 734,488 news articles from September 2015.
The size of the corpus (after lemmatizing and re-
moving stop words) is 238,822,447 words.

The second corpus is the collection of news arti-
cles in Russian, also published in September 2015.
It contains about 500,000 texts extracted from
about 1000 Russian-language news sites. The size
of the corpus (after lemmatizing and removing
stop-words) is 59,167,835 words.

As for polarity lexicons, as already said, we
employed ready-made vocabularies from previous
work. For the English part, we used the AFINN-
111 lexicon (Nielsen, 2011), which has 2477
words and phrases separated into positive, nega-
tive and ambiguous subsets. Each word is rated
between minus five (negative) and plus five (posi-
tive) and has been labeled manually by (Nielsen,
2011). We removed the words that had a fre-
quency of less than 50 instances per million word
tokens, and removed words that were not adjec-
tives. There are for instance many verbs in the
AFINN-111 that have a positive or negative polar-
ity, but which are not suited to describe a politi-
cian’s reputation (like cutting or wow). In addition
we also removed words with a small absolute po-
larity score (between +2 and -1) before we ended
up with 20 positive words and 16 negative words.
Below are some examples of the words from the
positive and negative lexicon:

1. like (positive)

2http://research.signalmedia.co/
newsir16/signal-dataset.html

2. good (positive)

3. great (positive)

4. important (positive)

5. kind (positive)

6. hard (negative)

7. bad (negative)

8. difficult (negative)

9. wrong (negative)

10. limited (negative)

11. ...

For Russian we used RuSentiLex vocabulary
(Loukachevitch and Levchik, 2016). From there,
we extracted all adjectives annotated as positive
or negative. Then we removed those that are ei-
ther not present in the Russian corpus, or their fre-
quency there is less than 50 instances per million
word tokens. The reason for this is that we want
to operate with the words for which our distribu-
tional modes have enough co-occurrence data to
train meaningful word embeddings. This left us
with lexicons of several dozens adjectives for each
polarity. We manually filtered out words which
were clearly not fit for describing a politician’s
reputation, so the final negative lexicon contained
12 words and the positive lexicon contained 25
words. Below is the sample of words from the re-
sulting lexicon:

1. добрый kind (positive)

2. достойный worthy (positive)

3. красивый beautiful (positive)

4. любимый lovely (positive)

5. мирный peaceful (positive)

6. независимый independent (positive)

7. плохой bad (negative)

8. преступный criminal (negative)

9. слабый weak (negative)

10. террористический terrorist (negative)

11. ...
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4 Updating models

Prediction-based distributional models can be up-
dated with new co-occurrence data in a straight-
forward way. Note that this is usually not the
case with count models which demand computa-
tionally expensive calculations (for example, very
large matrix factorization in the SVD algorithm)
each time new texts are added.

This simplifies our aim of tracking reputation
changes over time. Given a permanent stream of
media texts mentioning politicians, it is possible
to constantly update or re-train our base model
(trained on some large ‘reference’ corpus) with
new textual data, thus introducing temporal di-
mension into word vectors. New events in the
world cause shifts of associations in the minds of
text producers (journalists, bloggers, etc). These
shifts are reflected in changing frequencies of typ-
ical words co-occurring with this or that named
entity. As the model is being updated, these new
contexts cause word vectors to “drift” and adapt
to new training data, as described in, for example,
(Kulkarni et al., 2015). This, in turn, results in
changing word positions in vector space, related
to other words.

As already said, we need a ‘reference’ or ‘base-
line’ model which aims to mimic some back-
ground knowledge, before the model is exposed
to daily updates. For English, we used the
British National Corpus3 (about 50 million words)
to train this reference model, while for Russian
it was the corpus of news articles published in
the months preceding September 2015, precisely
June, July and August (taken from the same source
as the September articles). This corpus contains
about 250 million words. Similar reference mod-
els were used in previous research (Kutuzov and
Kuzmenko, 2016), and showed acceptable per-
formance in detecting semantic shifts over time.
In fact, one can use any suitable corpus for the
purposes of training the reference model, like
Wikipedia or other freely available large text col-
lections.

Then, Continuous Bag-of-Words (Mikolov et
al., 2013) models were trained for both corpora,
using negative sampling with 10 samples, vector
size 300, symmetric window size 20 and 5 itera-
tions. Words with frequency less than 10 were ig-
nored during training. For the training itself and
other operations with the models, we employed

3http://www.natcorp.ox.ac.uk/

the Gensim library (Řehůřek and Sojka, 2010).
After that, we successively updated these mod-

els with texts released in the several-days-long
time periods belonging to September 2015. Gran-
ularity of 2 or 3 days was chosen in order to en-
large the amount of data fed to models: for ex-
ample, some one-day Russian corpora correspond-
ing to weekends contained only several thousand
words. For this reason, we additionally tried to in-
clude week-ends in 3-days periods, to make news
stream more evenly distributed. As a result, aver-
age time period size in tokens was 18,774,000 for
English data and 5,332,000 for Russian data.

We once again emphasize that our models were
not re-trained from scratch with new texts added
from new corpora. Instead, we continued training
the same baseline model, gradually updating word
vectors with new contexts. All interim states were
saved as separate models, and in the end we had
several models for each language, reflecting suc-
cessive time periods

5 Reputation as geometrical location in
the embedding space

We extracted named entities for the English model
using NLTK4 PoS tagger and named entities clas-
sifier (Bird et al., 2009). Then, we subjected the
top 50 entities by frequency to manual selection.
After removing irrelevant entities, we ended up
with 39 entities that represent either politicians
(like Donald Trump and David Cameron) or enti-
ties important for political news (like Afghanistan
and Syria).

For Russian, we experimented with a set of
politicians’ names extracted from the annotated
dataset provided by the organizers of FactRuEval-
2016 shared task (Starostin et al., 2016). As it
consists mainly of contemporary news texts, the
most frequent person names there were politicians,
and we had only to filter out a few erratic anno-
tations. In the end, we’ve got a list of 50 most
frequent names, starting with Vladimir Putin, Petr
Poroshenko and Barack Obama. Note that for
multi-word entities to be properly handled by our
models, we pre-processed the training corpora and
joined parts of these compounds into one token
(for example, ‘barack_NOUN obama_NOUN’ be-
came ‘barack::obama_NE’, where NE is ‘named
entity’).

4http://www.nltk.org
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Figure 1: Expression of different sentiment fea-
tures (evaluative adjectives) for David Cameron in
the English model.

Figure 2: Temporal dynamics for expression of
different sentiment features (evaluative adjectives)
for Angela Merkel in the Russian models

We then applied simple sentiment analysis tech-
niques to trace how sentiment of named entities
denoting politicians change over time period rep-
resented by the models described in the previous
section. In the space of a distributional model,
it means that the vectors of these named entities
‘move’ closer to or farther from a set of evaluation
vectors from our polarity lexicons. For example,
for a given period (and a given sequence of tem-
poral models), a given person can be described as
getting more and more positive (‘good’) coverage
in the media, but at the same time becoming more
and more associated with something to laugh at,
etc.

In this way, one can track not only changes of
sentiment itself, but also the details or dynamics
of sentiment changes. It is done through analy-
sis of the drift in the ‘nearest associates’ set: we
can see what evaluative adjectives moved closer to
the named entity we are interested in. This makes
our approach even more reliable when there is the
need to know the cause of sentiment dynamics.

We work with 3 ‘abstraction levels’, on which a
user can overview sentiment trends for a particular
politician or for a list of politicians:

1. Detailed: the degrees of expression for all
positive and negative features are given. This
data can be visualized in two ways:

(a) for one particular time period (see Fig-
ure 1); Here an analyst can check which
positive and negative features a partic-
ular person was associated with for a
given period. Each feature’s value in it-
self can be either positive or negative,
and the stronger a feature is associated
with the person, then higher the expres-
sion is. Here positive features are shown
in blue bars, while negative features are
shown in red bars. It means it is easy
to see what aspects of the sentiment that
requires attention.

(b) for several periods, showing dynamics
for all the features; this type of abstrac-
tion is show in Figure 2. It is highly
detailed and can be used to estimate the
temporal tendencies for the distinct fea-
tures over time.

2. Coarse: the averaged degrees of positive and
negative features are given (2 numbers for
each time period), see Figure 3; this level
of analysis abstracts from the particular fea-
tures and instead provides dynamics of pos-
itive and negative attitude towards a named
entity (how strongly it is associated with pos-
itive and negative adjectives in general).

3. General opinion: only a total score is given
that reflects the dynamics of general attitude
towards the named entity (calculated as dif-
ference between averaged positive and neg-
ative degrees). An example of visualization
for this level of abstraction is given in Figure
4. On this plot, among other trends, one can
see how the Ukrainian politician Yulia Timo-
shenko received more and more negative at-
titude in Russian mass media (was associated
with negative features) in September 2015.

By using the different abstraction levels (de-
tailed, coarse, general) it is feasible to fine-tuned
analysis of the sentiment data, when one can
‘zoom in’ or ‘zoom out’ depending on the partic-
ular research aim.
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Figure 3: Coarse positive and negative sentiment
dynamics for David Cameron in the English mod-
els (September 2015)

For instance, as shown in Figure 1 it’s obvious
that certain adjectives are more strongly associated
with David Cameron than others. He is generally
considered a smiling guy which is reflected by a
strong associationed with the feature happy. There
is also a strong association with the negative fea-
ture criminal, which might be explained by the ac-
cusation of a criminal offense by a former friend
of Cameron. This attracted much negative public-
ity in September 2015 for David Cameron, and is
clearly picked up by the sentiment analysis.

By zooming out to a more coarse overview,
this negative publicity for David Cameron can
also be illustrated in Figure 3 where there is a
spike in positive sentiment around 16-17 Septem-
ber 2015, before a drop in positive sentiment a
week later. The first positive shift is around the
time David Cameron answered questions from the
public5, and this was considered a positive event
for Cameron that might explain the shift in pos-
itive sentiment. However, shortly after this suc-
cessfull event there was an accusation by a former
friend about David Cameron having performed an
criminal offense6. It is apparent from the coarse
overview in Figure 3 that this lead to a drop in pos-
itive sentiment and a rise in negative sentiment.

6 Conclusion

We have presented our data and methods, provid-
ing examples drawn from experiments on large
corpora of English and Russian news texts. Our
‘embedding sentiment’ approach is completely

5http://www.bbc.com/news/uk-politics-34264683
6http://www.bbc.com/news/uk-politics-34312744

Figure 4: General sentiment dynamics for a
sample of named entities in the Russian models
(September 2015)

unsupervised, requiring only substantial amounts
of relevant texts and the lists of named entities that
are of interest. The ready-made lists of evalua-
tive adjectives (polarity lexicons) are available for
most languages and can be easily adapted depend-
ing on what features are under analysis. Our out-
lined methods provide large visualization potential
as well, and it is feasible to see sentiment trends on
either a detailed, coarse or general level.

At the same time, there is still room for im-
provement, especially concerning proper algo-
rithm evaluation and comparison with other estab-
lished sentiment analysis techniques.
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Abstract

In this paper we present TopFish, a multi-
level computational method that integrates
topic detection and political scaling and
shows its applicability for a temporal as-
pect analysis of political campaigns (pre-
primary elections, primary elections, and
general elections). It enables researchers
to perform a range of multidimensional
empirical analyses, ultimately allowing
them to better understand how candidates
position themselves during elections, with
respect to a specific topic. The approach
has been employed and tested on speeches
from the 2008, 2012, and the (ongoing)
2016 US presidential campaigns.

1 Introduction

The competition for votes in US elections pro-
vides an opportunity for candidates to communi-
cate their positions. Evidence suggests that cam-
paign statements are designed to inform voters of
the types of policy a candidate will pursue in leg-
islative (Ringquist and Dasse, 2004) and executive
offices (Marschall and McKee, 2002).
Converging on a position, however, is a compli-
cated process. Candidates must not only satisfy
the interests of voters in the general election, but
also win in primary elections where party iden-
tification is shared among candidates and sup-
port is ultimately won from informal organizations
within the party (Masket, 2009).

Adequately capturing this process, namely the
development of candidates’ positions and repu-
tations in campaigns is a challenging empirical
problem that relies on processing large amounts
of political texts. Significant advancements in

quantitative methods from the field of natural
language processing (NLP) have enabled coarse-
grained analyses of texts produced in presidential
campaigns (Medzihorsky et al., 2014; Sim et al.,
2013; Gross et al., 2013). However, in all of these
works positions are analysed based on the content
of the whole documents. Put differenly, there is
still an empirical gap with respect to fine-grained
analysis of politicians positions towards particular
topics and how these topically-bounded positions
change over time.

In this paper, we present TopFish, a computa-
tional method that (1) identifies parts of public
campaign speeches that correspond to topics of
interest and (2) determines candidates positions
specifically towards each of these topics. TopFish
combines a topical classifier following the idea
of our previous work on party manifesto classi-
fication (Zirn et al., 2016) and the Wordfish tool
(Slapin and Proksch, 2008), which is commonly
used for quantitatively estimating candidate posi-
tions in political science analyses (Grimmer and
Stewart, 2013).

In order to show why there is the need for a
more fine-grained position analysis on topic level,
we apply TopFish to speeches delivered in presi-
dential election campaigns. In a qualitative analy-
sis, we discuss how candidates’ positions do not
only vary with respect to topics, but how they
also change in different phases of an election cam-
paign. In other words, we show how some topic-
based positions of some candidates change from
pre-primaries, over primaries, to general election.

The approach we present is weakly-supervised
because it depends on an appropriate topic-labeled
dataset, yet it does not require any manual anno-
tations for positions themselves. Therefore, it can
be easily applied to other types of political texts
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such as online discussions or debate transcripts.

2 Related Work

During the last decade, there has been a consistent
growth in application of natural language process-
ing (NLP) methods in political science research
(Grimmer and Stewart, 2013). Here we cover the
most relevant lines of work.
Topic detection in political text. The detection of
topics in political documents has been performed
adopting unsupervised techniques such as latent
semantic analyses (LSA) (Hofmann, 1999) and la-
tent dirichlet allocations (LDA) (Blei et al., 2003)
as well as supervised adaptations like Supervised
LDA (sLDA) (Mcauliffe and Blei, 2008) and la-
beled LDA (lLDA) (Ramage et al., 2009). For ex-
ample, (Quinn et al., 2010) present a method that
estimates a hierarchical structure of topics in po-
litical discussions, while Balasubramanyan et al.
(2012) describe an adaptation of sLDA for study-
ing the topic-based polarization of debates in the
US and Gottipati et al. (2013) explore the poten-
tial of Debatepedia for determining political top-
ics and positions. Zirn and Stuckenschmidt (2014)
propose a method for analyzing and comparing
documents according to a set of predefined top-
ics based on lLDA, while Nanni and Fabo (2016)
combine entity linking (Rao et al., 2013) and la-
beled LDA in order to overcome the most common
limitation of unsupervised topic modeling tech-
niques, namely the interpretability of the results.

Fully supervised approaches for topic detection
have been also performed (see for example Hillard
et al. (2008)). However, as these solutions rely
on expert knowledge for establishing in advance
a set of relevant topics and on annotating a large
set of training data, they generally are more time-
consuming to build. In contrast, we show that
for our approach a small set of annotated data is
enough, and we explore the use of external anno-
tated training sources.

Political position scaling. While there has been
a long term interest in modelling ideological be-
liefs using automated systems (see for example
Abelson and Carroll (1965)), only in recent years
we have seen a growth of advanced computa-
tional techniques for performing the task. In 2003,
Laver, Benoit and Garry presented Wordscores
(Laver et al., 2003), a supervised approach that
relies on a set of pre-defined reference texts to
determine the position of political documents in

space. Inspired by it, in 2008 Slapin and Proksch
developed Wordfish (Slapin and Proksch, 2008), a
completely unsupervised solution for scaling doc-
uments on a single dimension.

The techniques presented above analyse coarse-
grained political positions on document level and
do not fully exploit the potential of topic-based po-
litical scaling.

Text-based analyses of political campaigns. In
the last decade, computer-based analysis of polit-
ical campaigns has attracted the attention of jour-
nalists (Silver, 2012) and academics (Foot et al.,
2003). Scharl and Weichselbraun (2008) studyied
trends in political media coverage before and af-
ter the 2004 U.S. presidential election applying
NLP methods. Recently, Prabhakaran et al. (2014)
studied the topic dynamics of interactions during
the 2012 Republican presidential primary debates.
Transcriptions of speeches have been employed
by Gross et al. (2013) adopting the method pre-
sented in (Sim et al., 2013) to study the US 2008
and 2012 campaigns and in particular to test the
Etch-a-Sketch hypothesis1. We will address the
same hypothesis in our qualitiative evaluation part
in subsection 4.2.

3 Topic Detection and Scaling

In this section, we describe in detail the two steps
of TopFish, which consists of identifying the top-
ics in the speeches and separately scaling the
topic-specific positions based on parts of text be-
longing to a particular topic of interest.

3.1 Identification of topics in speeches

In the first step, our goal is to identify the top-
ics that are discussed in the collected candidate
speeches. We decide to use the classification
scheme developed by the Comparative Manifesto
Project (Volkens et al., 2011), which distinguishes
between seven topical domains: External Rela-
tions, Freedom and Democracy, Political System,
Economy, Welfare and Quality of Life, Fabric of
Society and Social Groups. We assume that those
domains, which are used to capture all topics tack-
led in party election programs, also correspond to
major coarse-grained topics of interest in electoral
speeches.

1From Mitt Romney’s own words: “I think you hit a reset
button for the fall campaign [i.e., the general election]. Ev-
erything changes. Its almost like an Etch-a-Sketch. You can
kind of shake it up and we start all over again.”
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In order to determine the topics addressed in a
political speech, we follow the idea of a classifica-
tion approach we introduced in Zirn et al. (2016).
This classifier, initially designed to annotate topics
in political manifestos, extends a local supervised
topic classifier with predictions from topic-shift
classifiers and topic distribution knowledge in a
global optimization framework. The global opti-
mization step, however, is helpful when applied to
the manifestos, as they cover many different top-
ics (potentially all seven) and require classification
on sentence level. For the speeches, however, we
choose to classify text at paragraph level because
whole paragraphs most often belong to the same
topic because politicians tend to express their ar-
guments coherently. Moreover, as each speech
generally focuses on a few specific topics (for ex-
ample External Relations and Economy), and does
not cover the entire spectrum of topics, we de-
cided that the optimization step used for manifesto
classification would be superfluous in this setting.
We thus only apply on speeches a local supervised
topic classifier, trained on manifestos, that com-
bines lexical with semantic textual similarity fea-
tures (Zirn et al., 2016).

We train this local classifier on two different
datasets and compare their performance on a gold
standard of speeches labeled on paragraph level.

Training set: manifestos. We train the classi-
fier on party manifesto programs labeled on sen-
tence level. A sub-part of the training set was an-
notated manually by human experts, the rest was
labeled automatically with the method presented
in (Zirn et al., 2016). The advantage of such a do-
main transfer approach is the fact that we need no
manual topic annotations on speeches. The down-
side is, however, that the language of manifestos
might differ from the language used in speeches.
In the next section, we quantify the drop in perfor-
mance due to the domain change.

Training set: annotated speeches. We manu-
ally annotated a small part of the presidential elec-
tion campaign speeches on paragraph level with
their categories. We train the above described sys-
tem on this data and, in the next section, report
the results. We explore whether investing human
resources for annotating speeches pays off with
more accurate classification results.

3.2 Position analysis
In order to determine the positions of politicians
based on their speeches on a left-right spectrum,
we adopt Wordfish (Slapin and Proksch, 2008),
which is widely adopted for such tasks in po-
litical science research (Grimmer and Stewart,
2013). This method is designed to take documents
as input and estimates their positions on a one-
dimensional scale. Our goal is to determine fine-
grained positions towards the topics contained in
the speeches instead of the overall position of
the whole speech. We therefore apply the classi-
fier described in this section to identify the topics
within a speech and divide a speech into subdoc-
uments containing the text for a single topic only.
Finally, we apply Wordfish to the subdocuments.

4 Evaluation

We first quantitatively assess the correctness of the
topic classification on a small manually-labeled
evaluation dataset of speeches. Then, in order to
assess the quality of our fine-grained political scal-
ing approach, we apply it to speeches of thee pres-
idential election campaigns and do a qualitative
analysis of the results.

Gold Standard Annotation We asked two
scholars of political science to annotate a subset
of 10 speeches from the US presidential election
campaigns of 2008, 2012 and 2016. The set com-
prises samples of seven candidates. Our annota-
tors labeled each of the 779 selected paragraphs
one of the 7 topical classes listed in subsection 3.1.
The inter-annotator agreement across the seven
topical classes is κ = 0.55, which is only moderate
and thus confirms the difficulty of the task.

4.1 Evaluation of Topic Classification
We compare three different settings to classify the
topics in the speeches.

Baseline. As a baseline, we apply a Support
Vector Machine (SVM) using a simple bag-of-
words features on the gold standard performing
10-fold cross validation.

ClassySpeech. We apply the classifier described
in 3.1 to our gold standard and perform 10-
fold cross validation. We refer to this model as
ClassySpeech in the following.

ClassyMan. We train the classifier described in
3.1 in a semi-supervised fashion on a set of party
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Model F1

ClassyMan 36.2
Standard SVM 71.2
ClassySpeech 78.6

Table 1: Topic classification performance, micro
F1-score, 10-fold CV (in %)

manifestos. We first train the local topic classi-
fier model on six manually sentence-level labeled
manifestos and then use the globally-optimized
classifier (Zirn et al., 2016) to label the collec-
tion of 466 unlabeled manifestos from the Com-
parative Manifesto Project (Volkens et al., 2011).
We then re-trained the local topic classifier on this
set of 466 automatically labeled manifestos. In
this setting we did not need to topically label any
speeches. We apply the classifier trained on the
manifestos resulting (from now on referred to as
ClassyMan) to our gold standard set of speeches.

The results of the three models are shown in
table 1. As it is evident from Table 1, the
baseline performs quite well with an F1-score
of around 71% , re-confirming the already well-
known efficiency of the simple bag-of-words-
based supervised topic classification models. The
drop in performance caused by the domain adap-
tation (i.e., the low performance of the model
trained on manifestos) indicates that, even if the
topics discussed in electoral manifestos and in
political campaigns are the same, the language
in which they are convened seems to be sig-
nificantly different. Finally, the best perfor-
mance is achieved by the ClassySpeech model,
the local topic-classifier trained on a small set
of manually labeled speeches. The fact that the
ClassySpeech model drastically outperforms the
ClassyMan model shows that having little of in-
domain annotations (i.e., annotated speeches) mat-
ters more than having a lot of annotations on out-
of-domain texts (i.e., manifestos).

4.2 Qualitative Analysis of Topic-Specific
Positions

Election campaigns are a long and complex pro-
cess that represents the essence of contemporary
democracies. In the United States, the practice of
selecting candidates for the presidential elections
spans more than a year, being a major focus of
American and international media. More specifi-

cally, in our work we identify three major phases
in the presidential race: a) the pre-primaries, when
politicians announce their candidacy for president
and begin to establish their positions; b) the pri-
maries: when candidates sharpen their profile in
order to win the support of the party; and c) the
presidential elections: when party nominees have
to satisfy the interests of a spectrum of voters as
large as possible.
Dataset preparation. After collecting speeches
made by the most prominent Republican and
Democrat candidates of the last three general elec-
tions (2008, 2012, 2016), we divided them in three
temporal groups, namely: before primaries (i.e.
before the 1st of January of the election year),
primaries (between January and June of the elec-
tion year) and elections (after June of the elec-
tion year). Using the ClassySpeech model, we
topically annotated all of the collected political
speeches at paragraph level. Next, we grouped to-
gether all paragraph from the same topic and the
same period (e.g. all text from all Barack Obama’s
primary campaign speeches labeled with topic Ex-
ternal Relations).
Analysis. In the third step of the analysis we ran
Wordfish on the collection of temporally and top-
ically divided speeches. In order to understand
the usefulness of our fine-grained analysis (i.e.,
the combination of the two dimensions – time and
topic), we compared the its qualitative results with
two different more coarse-grained studies. In the
first study, we ran Wordfish on the entire speech
collection of each candidate (i.e., without any tem-
poral and topical slicing). In the second study we
considered only the temporal dimension, i.e., we
excluded the topical division.

As shown in Fig. 1, the two coarse-grained
analyses do not add any new knowledge, by re-
confirming already well known facts, such as the
global position of candidates over the political
spectrum and a common trend in political cam-
paigns, namely the convergence to the center of
the selected party candidates after the primary race
(see McCain in particular).2 In contrast, the fine-
grained temporally and topically sliced analysis
proposed in our study enables to dig deeper into
the candidate’s process of converging on a spe-
cific position3. As a matter of fact, it presents

2To know more about the Etch-a-Sketch Hypothesis and
how to automatically detect it, see Gross et al. (2013)

3Other analyses can be found at:
https://federiconanni.com/topfish
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Figure 1: Coarse-grained comparative analyses, using Wordfish.

Figure 2: Wordfish position estimates regarding the topic External Relations.

a more clear understanding on how candidates
have been positioning themselves regarding differ-
ent relevant political issues, such as External Re-
lations (see Fig. 2) and Welfare and Quality of
Life (see Fig. 3). Additionally, it highlights inter-
esting variations on the established idea of posi-
tioning during political campaigns (e.g. the shift
to-the-left of Barack Obama presented in Fig. 3)
which are completely ignored by a coarse-grained
overview on the race.

5 Conclusion

In this paper we presented TopFish, a multilevel
computational approach that combines topic de-
tection and political scaling with temporal as-
pects of political campaigns (pre-primary elec-
tion, primary election, and general election). We
show how this solution enables researchers to per-
form a range of multidimensional empirical anal-
yses, ultimately allowing them to understand how
candidates position themselves during the entire
campaign race. The topic-detection method here
adopted has been tested against two other solu-
tions, showing its robustness. Additionally, the
presented approach has been employed and tested

on speeches from the 2008, 2012 and the ongo-
ing 2016 US presidential campaigns, showing its
usefulness for examining in a more fine-grained
fashion how candidates determine their political
space.
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Abstract 

In this paper, we propose a method to auto-

matically extract a summarized view based on 

graphs that represents the topics discussed 

during political debates and the relations be-

tween these topics. To this end, we use seman-

tic annotators based on Linked Data to extract 

the topics. We also propose an open relation 

extraction approach based on shallow parsing 

and disambiguate the extracted relations using 

VerbNet, a semantic lexicon. Then, we exploit 

DBpedia, a cross-domain knowledge base, to 

enrich the textual extractions with available 

predicates between these topics. Finally, we 

construct an abstract graph representation of 

the debates. 

1 Introduction 

Many governments have been uploading data to 

help the public better understand their activities, 

leading to political debates corpora. These cor-

pora are usually very large, cover a variety of top-

ics and are not always organized in a linear fash-

ion. Thus, a high level representation of the most 

important topics and relations between them pro-

vides a basis for exploring such corpora, and of-

fers efficient information access mechanisms. 

In this paper, we propose an approach for the ex-

traction of a graph-based high-level representa-

tion of Canadian parliamentary debates. This 

graph represents a summary of a particular debate 

date, subject or Member of Parliament interven-

tion. This high-level representation can be used 

for semantic search, question answering or for ab-

stractive summarization. In this graph, vertices 

                                                 
1 http://www.alchemyapi.com/ 
2 https://github.com/dbpedia-spotlight/dbpedia-

spotlight/ 

represent the discussed topics and the edges rep-

resent semantic relations between those topics. 

One novelty of our approach is that the discussed 

topics are not only represented as plain keywords 

as in (Lin et al., 2015), but also as semantic anno-

tations based on the Linked Open Data (LOD) 

cloud. The LOD (also referred as the Semantic 

Web) is a paradigm for publishing structured data 

on the Web in which the information is not de-

scribed in document silos, but instead constitute a 

global interconnected space. Semantic annota-

tions based on the LOD have flourished with the 

appearance of numerous services such as Alche-

myAPI1, DBpedia Spotlight2 and Open Calais3. 

Using these annotations, we can benefit from the 

knowledge available on the Linked Data cloud to 

model the semantics of documents in general and 

political debates in particular. In our work, we rely 

on the cross-domain knowledge base DBpedia 

(Lehmann et al, 2015) which represents Wikipe-

dia content. The exploitation of DBpedia for the 

automatic understanding of textual content has 

grown considerably in recent works (Lehmann et 

al, 2015), but to our knowledge, DBpedia has not 

been used for the analysis of political corpora. 

Moreover, the cross-domain nature of DBpedia 

makes it a suitable base for handling the variety of 

the discussed topics in parliamentary debates.   

Relations between the obtained annotations are 

identified using an open relation extraction ap-

proach. Several kinds of relations are extracted. 

First we identify textual relations in the debates 

using shallow syntactic patterns defined manu-

ally. Second, we query DBpedia with SPARQL to 

retrieve available predicates between the identi-

fied topics, thus enriching the political debates 

with linked data knowledge. Finally, our approach 

3 http://http://www.opencalais.com/ 
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relies on VerbNet to identify high-level relations 

based on the textual relations. 

The remainder of the paper is structured as fol-

lows. In section 2, we present a literature review 

on graph-based document representations, rela-

tion extraction and the analysis of political de-

bates in general. In section 3, we present our 

methodology for graph-based extraction from po-

litical debates. Finally, section 4 presents the re-

sults of our experiments on a subset of the Han-

sard, the Canadian parliamentary debates. 

2 Related work 

Graph-based representation of textual content. 

T-VSM (Becker et al., 2003) (Term - Vector 

Space Model) is a popular model for the represen-

tation of textual content. This bag-of- word model 

ignores the order and links between terms in tex-

tual documents (Jin et al., 2003). Theoretical rep-

resentations based on graphs have been proposed 

to address these limitations. Jin et al. (2003) pro-

pose three types of graphs to represent a document 

and capture the relations between terms. One of 

the proposed approaches models co-occurrence 

relations between terms. In this representation, the 

edges indicate the number of times terms appear 

together in the same group (sentence, paragraph, 

etc.). Graph models are also used in several works 

to perform keyword retrieval (Mihalcea et al, 

2003; Abilhoa et al., 2014) automatic summariza-

tion (Erkan et al., 2004; Ganesan et al., 2010), or 

conceptual representation of text (Augenstein et 

al., 2012; Hensman et al. 2004). While some 

works use graphs as intermediate data structure to 

perform their tasks (Erkan et al., 2004; Ganesan et 

al., 2010), other studies present their final output 

in a graph-based representation (Augenstein et al., 

2012; Hensman et al. 2004). 

Relation extraction. A relation extraction phase 

is necessary to build our conceptual graph. The 

existing techniques for relation extraction can be 

classified as supervised (Kambhatla et al., 2004), 

semi-supervised (Brin et al, 1998) and unsuper-

vised (Riloff et al. 1999). Supervised methods use 

semantic and syntactic features to decide if two 

entities are related. Because finding the optimal 

subset of important features is difficult, kernel 

methods have been designed to explore fully and 

implicitly the representation of textual input in a 

higher level dimensional space (Bach et al., 2007). 

When there are not enough examples for training, 

semi-supervised methods (Brin et al. 1998) can be 

used to automatically infer rules or extraction pat-

terns for relations. Unsupervised approaches  

(Riloff et al., 1999), are based on rules generally 

defined manually. Among unsupervised ap-

proaches, one paradigm that has been adopted by 

the research community is the Open Relation Ex-

traction (ORE), where the set of relations to be ex-

tracted is not defined a priori. In our work, we im-

plemented an ORE approach based on shallow 

syntactic analysis patterns, following the princi-

ples defined in (Banko et al., 2007), which state 

that most of English relations can be extracted 

with few grammatical rules. One downside of 

ORE is that the extracted relations, being arbi-

trary, are difficult to be reused and interpreted by 

other systems. We propose a solution to this prob-

lem by linking the extracted textual relations to 

the VerbNet knowledge base (Schuler et al., 

2007). We then obtain high-level relations whose 

semantics is clearly defined in VerbNet.  

Political Debates Analysis. Most research on po-

litical corpora concerns topic extraction (van 

Wees et al., 2011) or the prediction of the winners 

of an election or a debate (Kaplan et al., 2012). 

Generally, the purpose of topic extraction is the 

discovery of patterns in government operations 

(van Wees et al, 2011) or the identification of pol-

iticians interests (Gurciullo et al., 2015). These 

approaches are based on social network analysis 

techniques (Derényi et al., 2005), traditional in-

formation retrieval metrics, such as TF-IDF, or on 

methods that are used to identify the temporal 

evolution of the discussed topics, such as Dy-

namic Modelling Topic (Blei et al., 2006) or Non-

negative Matrix Factorization (NMF) (Paatero et 

al., 1994). Other works have been done on linking 

political documents to the Semantic Web. In gen-

eral, the aim is to convert existing political un-

structured or semi-structured documents to RDF 

(Marx et al., 2010) and visualize them (Nigel 

Shadbolt et al., 2012).  

3 Methodology 

3.1 Corpus 

Our dataset is the Canadian Hansard corpus, a 

collection of Canadian parliamentary debates. It 

contains debates from 1994 to Today. The debates 

are organized in dates and topics. Each debate 

date contains several orders  

of business. The orders of business are  

divided into subjects of business, which contain 

transcriptions of interventions made by Members 

of Parliament. 
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In our experimentation dataset composed of 1217 

debate dates, there is on average 245 words per 

intervention and 254 interventions per debate 

date. 

3.2 Architecture 

As described in Figure 1, our architecture is com-

posed of two main modules. The first one, Topics 

Identification, extracts the discussed topics as se-

mantic annotations and assigns a relevance score 

to the annotations. A co-occurrence matrix is 

computed to allow the second module, Relation 

Extraction, to identify semantic relations between 

these annotations. The topics and relations are 

then combined to build the abstract graph. 

Several aspects make this task difficult. First, we 

must filter the most important annotations with 

adequate metrics. Next, we need to identify rela-

tions in free text. Finally, the semantics of the re-

lations must be revealed through a disambiguation 

phase.  

3.3  Topics Identification 

The objective of this phase is to identify the most 

important topics discussed in the debates. For this, 

we rely on AlchemyAPI, a semantic annotator 

based on Linked data, which is reported as being 

among the best current annotators by several eval-

uation studies (Gagnon et al., 2013; Jean-Louis et 

al., 2014) 

Semantic annotation consists of linking sequences 

of words in a document to an existing concept de-

fined in a knowledge base. We say that such a se-

quence of words is a mention of the concept to  

 

 

                                                 
4 https://courses.washington.edu/hypertxt/csar-

v02/penntable.html 

which it is linked. This process is generally done 

in two stages, named spotting (identifies the men-

tions) and disambiguation (ensures that each men-

tion refers to the correct knowledge base concept). 

 

Spotting Enhancement. Although AlchemyAPI 

is considered as one of the best annotators, we 

have identified some deficiencies in its spotting 

process. In particular, the returned annotations are 

sometimes partial and do not always identify the 

correct surface forms. For example, in the sen-

tence The Canada Transportation Act review 

couldn't be more timely, AlchemyAPI returns the 

annotations Canada Transportation and Act re-

view separately. The correct annotation in this 

case would be Canada Transportation Act review. 

In order to correct the annotations returned by Al-

chemyAPI, we implemented a spotting enhance-

ment phase, where annotations are corrected by 

extending them to the longest noun phrase around 

them. This process is based on patterns built man-

ually using Parts of Speech (POS) tagging4 ob-

tained with TreeTagger (Schmid et al., 1995). Our 

patterns are defined as regular expressions and are 

summarized in Table 1. 

 
ID POS Patterns Examples 

P1 CD? (JJ|VVN)? N N+ lifeN → lifeN imprisonmentN 

P2 CD? (JJ|VVN)? N* IN 
(JJ|DT|DT JJ|)? (CD|N) 

N* 

lifeN → sentenceN ofIN lifeN 
imprisonmentN  

P3 N IN PP$ JJ? (CD|N) N* speechN → endN ofIN myPP$ 
speechN 

P4 N POS N  safetyN → CanadianN ‘sPOS  

safetyN 

Table 1. Spotting enhancement patterns.  

 

Annotation aggregation. Given that our goal is 

to provide an abstract representation and a sum-

marized view of the corpus as a whole, we group 

Figure 1. General Architecture 
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the annotations that share the same lemma leading 

to aggregated annotations. For instance, child is 

grouped with children.  

Annotation relevance. Finally, we associate rel-

evance scores to the aggregated annotations. We 

consider three metrics: term frequency (TF), the 

relevance score returned by AlchemyAPI and TF-

IDF. 

At this stage, the annotations constitute the verti-

ces of our abstract graph. The next stage is to ex-

tract relations between pairs of semantic annota-

tions from the sentences where they co-occur. To 

this end, we build a co-occurrence (by sentence) 

matrix that is used for the identification of the 

most relevant textual relations and the construc-

tion of a labelled graph. 

3.4 Relations extraction 

If two annotations co-occur frequently, our hy-

pothesis is that there is some relationship between 

them. In each sentence where two annotations co-

occur, we attempt to extract a relation in the form 

subject - relation - object, where subject and ob-

ject are semantic annotations and relation is a ver-

bal expression between these two annotations. 

To extract the relations, we used morpho-syntac-

tic patterns, which are much less expensive than 

other techniques (such as dependency trees) and 

would therefore be suitable for processing a large 

corpus. Using POS tags, we designed relation ex-

traction patterns manually as regular expressions. 

Table 2 summarizes the implemented patterns, 

and for each pattern an example is shown. Note 

that the extracted relation is indicated in bold. In 

the table, ANN represents a semantic annotation, 

NOT a generalized negation form, BE and HAVE 

the auxiliaries be and have, and VERB a generic 

verb. The other symbols are TreeTagger’s POS 

tags and regular expression symbols. 
 

ID POS Pattern Example 

PR1 ANN [^ANN]* 
(BE|HAVE) NOT 

(TO|IN)? 
(CD|DT|JJR|JJS|PP$)?  
ANN 

the [liberal party]ANN wasBE 

notNOT myPP$ [affiliation]ANN 

PR2 ANN  [^ANN]*  

AUX?  NOT?  VERB 

RP? (TO|IN)?  
(CD|DT|JJR|JJS)?  

ANN 

the [liberal party] ANN willAUX 

provideVERB oneCT [formal 

apology]ANN 

PR3 ANN  [^ANN]*  

AUX?  NOT?  VERB 

RP?  TO VERB RP? 

(TO|IN)?  
(CD|DT|JJR|JJS)?  

ANN 

this [government]ANN canAUX 

continueVERB toTO pro-

tectVERB [Canadians]ANN 

                                                 
5 https://github.com/jgung/ClearWSD 

PR4 ANN [^ANN]* AUX? 

NOT? VERB RP? 

[^(ANN|VERB)]* 

TO VERB RP? 
(CD|DT|JJR|JJS|PP$)? 
ANN 

[bill c-50]ANN proposesVERB 

importantJJ reformsN toIN 
[Canada 's election act]ANN 

PR5 ANN of VERB ANN [idea]ANN of preventingVERB 

[crime]ANN 

Table 2. Relation extraction patterns 
 

In addition to extracting verbal relations, one of 

our goals is to disambiguate textual relations with 

high-level relations. In fact, as we reported before, 

one limitation of ORE approaches is that the ex-

tracted relations are difficult to be reused, given 

that the set of relations which can be extracted is 

not known a priori. To solve this problem, we rely 

on VerbNet. To abstract our relations, we link 

their core verb to a VerbNet class. We define a 

core verb of a verbal relationship as the main verb 

of the relation, the one that defines the action. For 

example, in the relation [criminal] ANN [can be re-

leased on]REL [word]ANN the core verb release will 

be mapped to its corresponding VerbNet class 

free-80-1. 

However, an English verb may belong to more 

than one VerbNet class. A disambiguation process 

is therefore required. We solve this issue by inte-

grating in our system the disambiguation system 

ClearWSD5 .For example, in the relation [Con-

servatives] [take on] [Bill 51], the core verb take 

has six candidate classes: bring-11.3, character-

ize-29.2, convert-26.6.2, cost-54.2, fit-54.3, hire-

13.5.3, performance-26.7.2, require-103 and 

steal-10.5. ClearWSD returns in this case steal-

10.5 as the correct VerbNet class. 

One advantage of using semantic annotation is the 

possibility of enriching our debate corpora with 

DBpedia knowledge. The final step in our ap-

proach is to enrich the obtained graph with rela-

tions found in DBpedia. These relations are ex-

tracted based on SPARQL queries that tests the 

existence of predicates for each annotation pair.  

4 Evaluation 

Our evaluation corpus consists of fifteen subjects 

of business chosen randomly. For each of them, 

we constructed the corresponding labeled graph. 

In our evaluation, we separately examine each 

module of our system. First we evaluate the dif-

ferent metrics associated with the annotations. 

These metrics are assessed for their ability to filter 

the most important annotations of the corpus. We 
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also evaluate the precision of the spotting en-

hancement and the relation extraction phases (pre-

cision is the ratio of correct items among the total 

number of items returned by the system). We con-

clude with a qualitative evaluation of the abstract 

graph. To measure the accuracy of our system, we 

built, for each module, a gold standard using six 

human raters. We asked each rater to evaluate five 

different subjects of business for each module. We 

therefore obtained, for each subject of business, 

two evaluations. We measured the agreement be-

tween raters using the Gwet AC1 metric (Viswa-

nathan et al., 2011). 

To evaluate the relevance metrics, we extracted, 

for each of them, the top-10 and top-50 annota-

tions. We presented these annotations to the raters 

and asked them if each evaluation was relevant or 

not. We then used these results to compute the 

precision for each metric. The results are pre-

sented in Table 3. In this evaluation, we found that 

TF led generally to the best performances. 

 
 PTF PTF-IDF PAlchemy AC1 

Top-50 72.8 71.2 64.33 0.47 

Top-10 76.4 72 67.66 

Table 3. Precisions of the metrics used 

The evaluation of the spotting enhancement pro-

cess led to good results, with an overall precision 

score of 83.7%. The evaluators’ agreement is 0.8 

in this case, which is almost perfect. Most errors 

in this module are due to the limitations of shallow 

syntactic patterns. Some errors could be avoided 

with more complex tools such as syntactic de-

pendency trees.  

We also assessed the relation extraction module 

on the following aspects: the well-formedness of 

the extracted relations, their relevance and, fi-

nally, the correctness of the associated VerbNet 

class. The results are shown in Table 4. We ob-

tained 77.9% and 72% for the well-formedness 

and the relevance, respectively.  

By analyzing the raters’ evaluations, we found 

that 56% of the extracted relations have at least 

one VerbNet correct candidate class (which ade-

quately expresses the semantics of the extracted 

relation), and among these, 84% are correctly dis-

ambiguated. Thus, in total, 47% of the evaluated 

relations are correctly disambiguated. One can ob-

serve that topics identification and relation extrac-

tion perform well individually.  

 
Aspect evaluated Precision AC1 

Well-formedness 77.9 0.65 

Correctness 72 0.48 

At least one correct VerbNet class 56.4 0.67 

Disambiguation 47 0.66 

Table 4. Evaluation of the extracted relations 

Finally, we evaluated the obtained graphs qualita-

tively (using a likert scale 0, 0.5, 1 where 1 repre-

sents yes, 0 no and 0.5 a “somewhat” answer) by 

asking the raters if the vertices (representing the 

discussed topics), the edges (representing the re-

lations) and the graph as a whole were globally 

relevant and matching the topics discussed in the 

debates. For the graph, we also asked the raters 

whether the graph was summarizing accurately 

the ideas discussed in each selected subject. We 

obtained an average precision of 83% for the ver-

tices, 78% for the relations and 73% for the full 

graph. 

5 Conclusion 

In this work, we presented an approach for corpus 

abstraction that we applied to political debates. 

Our approach is based on a graph constructed with 

semantic annotations and relations between these 

annotations extracted from texts and DBpedia. By 

performing a manual evaluation of the generated 

graphs, we concluded that it was possible to gen-

erate a graph summarizing a political corpus using 

semantic annotations and shallow syntactic pat-

terns for relation extraction. 

Although our results are satisfactory, several im-

provements are possible. The first one would be 

to evaluate our system on a larger corpus, consist-

ing of at least a full debate date involving several 

subjects and interventions from Members of Par-

liament. This type of evaluation is expensive be-

cause the evaluation is done manually.  

Similarly, we could benefit from richer 

knowledge bases to enhance the obtained graph 

with available predicates. In our experiments, we 

noticed that there are very few semantic relations 

between DBpedia concepts. Although DBpedia is 

considered by many as a cross-domain knowledge 

base (Mendes et al, 2012), it does not describe suf-

ficiently the relations between these concepts 

(Font et al., 2015). To remedy this problem, our 

model could be enriched by including other LOD 

knowledge bases such as Yago (Hoffart et al., 

2013) and Wikidata (Vrandečić et al., 2014). 

Finally, while the graph-based representation is 

our current final output, one possible application 

would be to connect a text generator to the ob-

tained graph to produce abstracts in textual form, 

allowing the comparison of our system with other 

summarization systems that produce textual out-

put. 
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Abstract

This paper presents EUSpeech, a new
dataset of 18,403 speeches from EU lead-
ers (i.e., heads of government in 10 mem-
ber states, EU commissioners, party lead-
ers in the European Parliament, and ECB
and IMF leaders) from 2007 to 2015.
These speeches vary in sentiment, topics
and ideology, allowing for fine-grained,
over-time comparison of representation in
the EU.

1 Introduction

This paper presents EUSpeech, a new dataset of
18,403 speeches from EU leaders (i.e., heads of
government in 10 member states, EU commission
members, party leaders in the European Parlia-
ment, and ECB and IMF leaders) from 2007 to
2015 (Schumacher et al., 2016).1 These speeches
vary in sentiment, topics and ideology, allowing
for fine-grained, over-time comparison of repre-
sentation in the EU. This paper illustrates the pos-
sibilities of working with EUSpeech for schol-
ars interested in elite-mass interactions in the EU.
To this end, the next section first introduces EU-
Speech. We then present a Wordfish scaling anal-
ysis, identifying a clear anti-Europe vs pro-Europe
dimension in EP speeches (Slapin and Proksch,

1This dataset is available on Harvard Dataverse:
https://dataverse.harvard.edu/dataverse/
euspeech.

2008; Proksch and Slapin, 2009). Furthermore,
we use sentiment analysis to show that speech sen-
timent responds to objective economic and politi-
cal factors (Young and Soroka, 2012).

2 EUSpeech

EUSpeech consists of all publicly available
speeches from the main European institutions plus
the IMF and the speeches of prime ministers—
or president in the case of France—of 10 EU
countries for the period after 1 January 2007.2

Most countries and institutions have a dedicated
website that stores information on the decisions,
background, media appearances and speeches of
members of government. In most cases web-
sites clearly demarcated speeches from other types
of oral communication such as interviews or de-
bates.3

Table 1 gives an overview of the institutions and
countries in our dataset and the websites we col-
lected speeches from.4 In most cases we used the
official government websites.5 Interestingly, most
official government websites delete the speeches
of outgoing premiers or presidents, leaving us with

2These countries are Czech Republic, France, Germany,
Greece, Netherlands, Italy, Spain, United Kingdom, Poland
and Portugal.

3We did not collect these other types of oral communica-
tion because they depend on third parties.

4EUSpeech also includes the Python scripts we used to
scrape the speech texts and metadata.

5For France we found a non-governmental website that
had collected all the speeches from the relevant Presidents.
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Total English Speakers Source Wayback
machine

Time
period

Institution
IMF 509 509 - imf.org No 01/2007 - 11/2015
European Council 236 220 2 consilium.europe.eu No 11/2009 - 09/2015
European Commission 6140 5991 - europa.eu No 01/2007 - 11/2015
European Central Bank 1008 990 - ecb.europa.eu No 01/2007 - 11/2015
European Parliament 3665 2698 26 europarl.europa.eu No 01/2007 - 11/2015
ALDE 48 43 1 alde.eu No 10/2010 - 11/2014
ECR 56 55 1 ecrgroup.eu No 07/2009 - 10/2015

Country
Czech Republic 273 39 4 vlada.cz Yes 06/2009 - 11/2015
France 1451 0 3 vie-publique.fr No 01/2007 - 10/2015
Germany 580 1 1 bundeskanzlerin.de No 10/2008 - 11/2015
Greece 484 94 4 primeminister.gov.gr Yes 10/2009 - 11/2015
Netherlands 392 132 2 rijksoverheid.nl No 02/2007 - 11/2015
Italy 867 63 5 governo.it Yes 01/2008 - 9/2015
Poland 4 0 3 premier.gov.pl No 11/2011 - 11/2015
Portugal 139 6 3 portugal.gov.pt Yes 10/2009 - 12-2015
Spain 1764 768 2 lamoncloa.gob.es No 01/2007 - 11/2015

United Kingdom 787 787 3 gov.uk
nationalarchives.gov.uk Yes 03/2007 - 11/2015

Table 1: Number of speeches per country, language and institution

only the speeches of the incumbent premier or
president. To solve this problem we used the Way-
back Machine, allowing us to travel back to the
governments’ website prior to the change of gov-
ernment.6 This way we were able to retrieve most
speeches, although some missing speeches were
unavoidable.7 We did not collect speeches by in-
terim prime ministers.

Table 1 also gives an overview of the number of
speeches, the number of speakers and the period
for which the speeches were collected for each
country and institution. There is variation between
countries on all of these criteria. Clearly, some
countries had more changes in leadership than oth-
ers.8 Some countries have more speeches than oth-
ers for at least two reasons: larger countries tend to
have more speeches than smaller ones, and some
countries are simply more diligent than others in
keeping track of these speeches.9

6https://archive.org/web/
7The Wayback Machine makes occasional snapshots of

websites. In some cases there are a few months between the
last snapshot and the change of government, thus leading to
some gaps in the data.

8For some countries we were unable to find speeches from
2007 or 2008. These were probably never published online
or are hiding in the dark corners of the internet.

9What is important here is whether the selection of
speeches on the website is a random selection of speeches
or whether specific speeches have been taken out. If a speech
was important in signifying a certain position or sentiment of
a leader it is unlikely to have been taken out. It is more likely
that irrelevant speeches at say the opening of a rather irrel-
evant event run the risk of not being put online. Some im-

All speeches were scraped using Python.10 For
each country, institution, and language, we saved
the text of all speeches, as well as metadata like
date, speaker, title and speech length in a single
csv file. We also cleaned the scraped speeches,
discarding sentence structure and interpunction,
leaving us with term-document matrixes. This
allows us to extract comparable measures of po-
sition (scaling models) and sentiment (sentiment
models).11

In the next two sections, we illustrate how the
EUSpeech data can be used for fine-grained, over-
time analysis of representation in the EU, using
sentiment analysis and scaling models.

3 Sentiment Analysis

3.1 Method

Sentiment analysis uses a dictionary that indi-
cates whether words have positive or negative sen-
timent. We combined two dictionaries contain-
ing positive and negative sentiment scores of En-
glish words for in total 5875 words (Wilson et
al., 2005; Mohammad and Turney, 2010). These

portant speeches, however, may not have appeared because
the leader took an unpopular position that was later retracted.
Unfortunately, this remains speculation.

10The cleaning scripts are available to users of EUSpeech
as well and can be adjusted to suit their research goals.

11In results not presented in this paper, we also apply topic
models (Grimmer, 2010), complexity analysis (Kincaid et al.,
1975) and noun usage (Cichocka et al., 2016) to the speeches.
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dictionaries assign identical sentiment scores to
words that appear in both but combined they con-
tain more words than they do separately. We first
matched the words in the dictionaries with those
in the term-document matrices. Then we calcu-
lated positive and negative sentiment scores for
each speech by counting the number of positive or
negative words and dividing by the total number of
words. We do this for all 12,297 English-language
speeches, and 6,106 speeches which were trans-
lated in English using Google Translate.

3.2 Results

Figure 1 reports results from the sentiment analy-
sis. Figure 1a displays mean sentiment per quar-
ter over all speeches. We draw two conclusions
from figure 1a: (1) speeches contain almost 4
times more positive sentiment than negative sen-
timent; (2) positive sentiment drops dramatically
after 2014. Figure 1b displays sentiment (positive
and negative) by institute. Levels of sentiment dif-
fer per institute, but overall positive sentiment is
present more than negative sentiment. On nega-
tive sentiment (top panel) Greece and the Euro-
pean Parliament score highest, and the European
Council, Italy and European Commission score
lowest. On positive sentiment (bottom panel) the
institutions (EC, ECB, IMF, EU Council and EP)
and Greece score lowest. It appears that, on av-
erage, the European institutions (plus IMF) com-
municate with less sentiment than the prime min-
isters. The prevalence of high negative sentiment
and low positive sentiment for the case of Greece
may reflect the disastrous economic developments
there.

Figure 1c presents positive and negative senti-
ment for a selection of (better-known) speakers.
Except for one speaker (Marcel de Graaff, co-
president of Europe of Nations and Freedom), all
speakers use on average more positive than neg-
ative sentiment. On average, the radical speak-
ers in this sample (Tsipras, Farage, Bisky and De
Graaff) deliver speeches with relatively more neg-
ative, and less positive sentiment than the other
leaders. Speakers often seen as relatively techno-
cratic politician types (e.g. Monti, Van Rompuy
and Prodi) deliver speeches with relatively little
(positive and negative) sentiment.

Finally, Figure 1d presents results from four dif-
ferent regression analyses of positive or negative
sentiment in prime minister speeches and institu-

tions speeches on quarterly GDP growth of the Eu-
rozone and quarterly GDP growth of the respec-
tive country, and a political crisis variable as mea-
sured by the number EU council meetings in each
time period.12. Figure 1d shows that negative sen-
timent in speeches from European institutes (plus
IMF) shrinks with economic growth and the num-
ber of EU Council meetings. In other words, the
better the economy or the more political crisis, the
less negative sentiment in speeches. Our analysis
of negative sentiment in prime minister speeches
is similar in the sense that country GDP growth
reduces negative sentiment. However, eurozone
growth increases negative sentiment. This means
that negative sentiment is especially high if the eu-
rozone is growing, but the economy of the prime
minister’s country is shrinking. If both country
and the eurozone economies are growing, these
two effects should cancel each other out. Euro-
zone growth and the number of EU council meet-
ings stimulate positive sentiment in the speeches
by the European institutes (plus IMF). Hence, our
results in the analysis of positive sentiment are the
exact reverse of the results of negative sentiment.
This is not the case for the PM speeches. Here
we find no effect of growth. This suggests a loss
aversion mechanism: more negative sentiment in
response to economic decline, but no changes to
positive sentiment.

4 Scaling Models

4.1 Method

As a second illustration of the EUSpeech data
we scale the European Parliament speeches for
each EP group leader using Wordfish (Slapin and
Proksch, 2008; Proksch and Slapin, 2009). Word-
fish extracts substantively relevant quantities in an
unsupervised manner, scaling these speeches on a
latent dimension (Slapin and Proksch, 2008). Us-
ing select anchors (words and documents) we can
retrieve the meaning of the latent dimension that
Wordfish produces.13 This approach relies on the
assumption that the content of the political texts is
predominantly ideological, and therefore informa-
tive of the policy position expressed by each ac-
tor (Grimmer and Stewart, 2013). For this analy-

12We also control for whether the text is translated or orig-
inally English (not presented)

13Exactly because we do not know a priori what the dom-
inant ideological dimension is in the European Union we de-
cided on using Wordfish rather than Wordscores which as-
sumes we know the latent dimension.
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(a) Sentiment by Quarter (b) Sentiment by Institute

(c) Sentiment by Speaker (d) Regression analysis Sentiment

Figure 1: Sentiment Analysis

sis we translated the roughly 1000 non-English EP
speeches using Google Translate.

Results

The upper left panel in figure 2 demonstrates the
placement of words along the single, latent con-
tinuum that wordfish estimates on the x-axis, and
the words’ fixed effects on the y-axis. This figure
is usually referred to as an Eiffel Tower Plot. In
the middle of the x-axis there are words that oc-
cur a lot, but do not distinguish positions. On the
extremes of the x-axis we find words that occur
less often, but are strong indicators for distance
between documents. To make sense of both di-
mensions figure 2a lists some of the high-scoring
(high betas) words on both ends of the dimension.
Figure 2b shows word placement (a dot) on the
ideological dimension (x-axis) and the word fixed
effect (y-axis). The latter indicates how often the
word occurs. Words high on the y-axis occur of-
ten and therefore do not distinguish well between
documents. A word like “house” is such a word.
Other words do distinguish well between docu-
ments, because some politicians use them and oth-
ers do not. Some words do not occur that often
(score low on y-axis) but are only used in some

documents and not in others (extreme score on
x-axis). We look to these words to identify the
dimension that is estimated by the wordfish pro-
cedure. On the left-hand side of figure 2b we
find negative word stems such as “abolit”, “abort”,
“undemocrat” and “totalitarian”. On the right-
hand side we find stems such as “colegisl”, “com-
munitarian” and “Eurobond”. On the basis of
this we propose to identify the latent dimension
as an anti-Europe vs pro-Europe dimension. Ad-
mittedly, we present here the words that make the
most sense to make this case. On both ends of the
dimension we also find words that are not easily
placeable on any dimension. It is likely that split-
ting up (parts of) speeches according to topic will
increase the clarity of the estimated dimension.

The wordfish analysis also estimates positions
of the speeches on the latent dimension. For each
party we calculate the mean of these positions and
a 95% confidence interval (see figure 2c). The
anti-European parties EDD, ECR and UEN cluster
on the left of our dimension. The pro-European,
mainstream parties EPP, ALDE and SD cluster
on the right. To further validate our findings we
compare our wordfish party estimates to the Euro-
manifesto 2009 estimates of party positions on the
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(a) Pro and Anti EU words (b) Word Positions and Fixed Effects

(c) Position by EP party (d) Comparison to EU manifesto data

(e) Party position over time (f) Position over time

Figure 2: Ideological scaling

anti-European vs pro-European scale. Figure 2d
presents this data. The correlation between the
two is .83. Hence, it is quite clear that our model
measures a pro versus anti-European ideological
dimension.

The last two plots display time trends. Fig-
ure 2e shows the mean position of parties over
time with 90% confidence intervals. As is clear,
there is quite some overlap between parties. The
EDD is consistently the most anti-European party.
The ECR fluctuates a bit more. The ENL is also

anti-European, but has been omitted from this plot,
since was only recently founded. ALDE and EDD
are the most pro-European parties, but especially
ALDE was more in the middle of the ideological
scale until 2009. We ran a regression model to
explain these party position changes. One, very
strong predictor of party position change is party
leadership change. The shift by ALDE coincides
with the transition from Graham Watson to Guy
Verhofstadt as party leader. Party leader changes
also explain the ECR shifts. Interestingly, appoint-
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ing a leader from the UK brings about a shift to-
wards a more anti-European position. The some-
what dramatic changes to occur due to a leadership
change, also suggests that leaders in European par-
ties do not really take the middle ground of their
party MEPs position. Otherwise, the party posi-
tion would be more stable over time.

The final question is: what is the time trend?
For this purpose we took the (unweighted) aver-
age per year of the party positions. Figure 2f
displays this time trend. Initially, we see a shift
towards a more pro-European position. This is
primarily caused by the appointment of Verhofs-
tadt as the ALDE leader, and by the moderation
of the EDD. But after 2011 there is towards the
middle of the ideological scale, towards a more
euro-skeptical position. Here it is primarily ALDE
and SD that moderated their pro-European posi-
tion and the emergence of the ENL that shifts the
mean. But also the Greens, EDD and ECR shift to
a more anti-EU position.

5 Conclusion

In this paper we presented EUSpeech, a new
dataset of 18,403 speeches of EU leaders, contain-
ing variation in sentiment and ideology, allowing
for fine-grained analysis of representation the Eu-
ropean Union. In analyses not presented here we
also find interesting and predictable variation in
speech topics, speech complexity and speech word
usage. With these findings in mind, we think that
EUSpeech will be a valuable resource for scholars
interested in elite-mass interactions in the Euro-
pean Union.
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Abstract 

Dictionary-based content analysis has 

long been popular in social sciences, but 

manual construction of dictionaries is 

costly. Latent Semantic Scaling (LSS) is a 

computer-aided technique for dictionary 

construction, with which users can pro-

duce valid content analysis dictionaries 

with either 10 to 20 exemplary ‘seed 

words’ or about 10 manually scored doc-

uments. In this paper, political science ex-

amples show that the accuracy of comput-

erized content analysis with LSS diction-

aries is comparable to manually compiled 

dictionaries. R implementation of LSS is 

also publicly available.
 
 

1 Introduction 

Use of keyword dictionaries, such as the General 

Inquirer Dictionary (Stone et al., 1966), LIWC 

(Francis and Pennebaker, 1993), the Regressive 

Imagery Dictionary (Martindale, 1975) and 

DICTION (North et al., 1984) has long been a 

popular approach to computerized content analy-

sis. The technological simplicity of dictionary-

based content makes its use intuitive for non-

expert users and it is portable across different 

platforms. 

      In the dictionary-based approach, accuracy in 

computerized content analysis is achieved by 

careful choice of entry words. A good political 

science example is the policy position dictionary 

compiled by Laver and Garry (2000). Despite 

the fact that the dictionary was created in the 

1990s with words chosen by the authors from 

British party manifestos, it was able to accurate-

ly locate the economic policy positions of the 

Conservatives (Con), the Liberal Democrats 

(LD) and Labour (Lab) in the 2000s (Figure 1). 

The correlation between machine and expert 

scores was as high as r=0.843. 

      However, valid content analysis dictionaries 

are only available for a very limited range of 

topics or types of documents. If existing content 

analysis dictionaries are utilized for an analysis 

of documents distinct from these, it raises con-

cerns regarding the validity of results (Grimmer 

and Stewart, 2013). For example, the Lexicoder 

Sentiment Dictionary (LSD) successfully meas-

ured positive-negative tones in newspaper cov-

erage to predict the outcome of the 2006 Canadi-

an federal election (Young and Soroka, 2012), 

but it was not able to analyze British political 

parties’ sentiments toward immigration policy as 

expressed in their 2010 manifestos (Figure 2). 

The correlation between crowd-sourced coders 

(Amazon MT) and LSD is only r=0.102. 

 

Figure 1: Economic policy position in 1987-

2010 UK manifestos by Laver-Garry dictionary. 

The inability of LSD to analyze sentiment to-

ward immigration policy is due to the difference 

in vocabulary between newspaper articles on 
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general elections in Canada and political pam-

phlets on immigration policy in Britain. When 

existing dictionaries appear unsuitable for an 

analysis of documents of interest, a new diction-

ary has to be created, but it usually requires a 

much time and labor, undermining the very ben-

efit of computerized content analysis. 

Figure 2: Immigration sentiment in 2010 UK 

manifestos by LSD 

2 Computer-aided dictionary construc-

tion 

LSS assists construction of subject-specific con-

tent analysis dictionaries based on statistical 

analyses of large corpora. It can be used either as 

(1) a lexicon-expansion technique or (2) a super-

vised document scaling technique. Its dictionary 

construction is based on the following four 

steps.
1
 

2.1 Corpus preprocessing 

LSS utilizes subject-specific large corpora to 

statistically estimate semantic values of words. 

The minimum size of a corpus for LSS is around 

10 million words. In the corpus, documents have 

to be unitized into sentences, and all the proper 

nouns and function words should be removed 

before processing. 

2.2 Word selection 

LSS selects words that frequently occur with 

target words, aiming to collect modifiers of the 

target words, such as ‘economy’ or ‘immigra-

tion’. Word selection is performed by colloca-

tion analysis of the corpus, and words that ap-

                                                 
1
 Available in R at https://github.com/koheiw/LSS. 

pear statistically significantly (p<0.001) more 

frequently than expected enter the dictionary. 

Collocation is defined as occurrence within 10-

word windows from target words and measured 

by likelihood ration statistic (Hoey, 2012). 

2.3 Word scoring 

Entry words are scored by cosine similarities to 

pre-defined ‘seed words’. For example, English 

positive and negative seed words are {good, 

nice, excellent, positive, fortunate, correct, supe-

rior} and {bad, nasty, poor, negative, unfortu-

nate, wrong, inferior} (Turney and Littman, 

2003).  

 

Figure 3: Notional illustration of dimension re-

duction by Singular Value Decomposition. 

      Yet, in LSS, cosine similarities are not calcu-

lated in the raw term-sentence matrix, but in a 

reduced term-sentence matrix utilizing Singular 

Value Decomposition (SVD) to decompose a 

large sparse matrix into a smaller dense matrix 

(Figure 3), a technique known as Latent Seman-

tic Analysis (Deerwester et al., 1990). When   

denotes the term-sentence matrix, SVD decom-

poses it into three matrices,  ,   and  .  
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          (1.1) 

  

      (1.2) 

 

With the matrix   , LSS estimates the sentiment 

of words by their cosine similarity to the seed 

words: The sentiment score    for a word    is a 

total cosine similarity to seed words weighted by 

seed scores   , which were simply +1 for the 

positive seed words and −1 for the negative seed 

words. Here            denotes cosine similarity 

between two row vectors corresponding to entry 

word    and seed word    in the matrix   . 
 

                 

 

 

 (1.3) 

 

2.4 Document scoring 

Once scores are assigned to entry words, dic-

tionary construction is completed and dictionar-

ies are ready for content analyzing documents. In 

content analysis, users can either apply LSS dic-

tionaries as (1) words with continuous scores, or 

(2) words in two discrete categories. 

      With continuous scores, document scores are 

weighted means of word scores, as in Wordscore 

(Laver et al., 2003): when entry words      oc-

cur in a document a total of   times, and    is 

the word score and    is the frequency count of 

an entry word   , its document score   is com-

puted thus: 

 

  
 

 
      

 

 

 (1.4) 

 

An LSS dictionary can also be transformed into 

two sets of words by splitting words by the me-

dian score, making its structure identical to tradi-

tional content analysis dictionaries. In this case, 

the document score   is the difference between 

the normalized frequency of the two sets of 

words: 

 

  
             

 
 

 
(1.5) 

Where        and        are numbers of words 

belonging to the upper and lower half of the dic-

tionary, and   is the total number of words in the 

document.  

3 Example: Immigration sentiment dic-

tionary 

With the general English positive-negative seed 

words, I constructed an immigration sentiment 

dictionary using LSS without any manual inter-

vention. The corpus for dictionary was British 

newspaper articles between 2009 and 2010, 

which contains 15,343 stories or 11.6 million 

words. Target words were defined by glob pat-

terns, “immingra*” and “migra*”. 

      This immigration sentiment dictionary is 

comprised of 1,000 words. The most positive 

and negative words are presented in Table 1. 

While many of the positive words relate to legal 

and economic aspects of migration (litigants, 

detention, benefits, scroungers), negative words 

mainly concern the social classes and origins of 

migrants (poor, working-class, frontier, eastern). 

There are words related to animal migration 

(conservationist) or migraine (epilepsy, head-

ache), but these words do no harm in analyzing 

political documents. 

 

Rank Entry Word Score 

1 issues 0.615 

2 policies 0.601 

3 ensure 0.585 

4 benefits 0.444 

5 litigants 0.430 

6 huge 0.430 

7 detention 0.410 

8 wobbling 0.401 

9 impromptu 0.396 

10 documents 0.390 

11 handed 0.374 

12 conservationist 0.351 

13 joint 0.339 

14 restrictive 0.333 

15 students 0.326 

16 reduced 0.323 

17 lounge 0.322 

18 bring 0.321 

19 major 0.319 

20 scroungers 0.313 

981 warned -0.451 

982 failure -0.454 

983 areas -0.457 

984 stemming -0.466 

985 makeup -0.476 

986 epilepsy -0.478 

987 countries -0.506 

988 exposed -0.510 

989 eastern -0.510 

990 intentioned -0.516 
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991 benefited -0.527 

992 poorer -0.539 

993 frontier -0.549 

994 white -0.559 

995 headache -0.613 

996 negative -0.646 

997 tide -0.683 

998 xenophobia -0.761 

999 working-class -0.778 

1000 poor -1.302 

Table 1: Most positive and most negative entry 

words for an immigration sentiment dictionary. 

 

 

 

Figure 4: Immigration sentiment in 2010 UK 

manifestos by LSS. 

      I applied the immigration sentiment diction-

ary to the sections on immigration policy in the 

2010 UK manifestos. As shown in the first plot 

in Figure 4, 95% confidence intervals were large 

due to only brief mentions of immigration in the 

party manifestos, but point estimation was very 

accurate (r=0.925). Even when the dictionary 

was dichotomized by the median score (second 

plot in Figure 4), it still achieved high correla-

tion with manual scores (r=0.808). 

4 Automated seed word selection 

Users of LSS can construct their own set of seed 

words, but selection of seed words for complex 

dimensions is usually challenging. Therefore, 

when valid seed words are absent, users can em-

ploy a machine learning algorithm to select seed 

words from a corpus with manually scored doc-

uments. 

      In this automated seed selection, the system 

tests the suitability of candidates for seed words 

individually against manually scored documents 

to obtain polarity of the seed words; then seed 

candidates are paired with other seed words with 

opposite polarities to construct a seed set made 

up of around 10 pairs. 

      To test the suitability of each seed candidate, 

the system has to create a large number of tenta-

tive dictionaries, but it can be completed very 

quickly by initial calculation of pair-wise cosine 

similarities between all of these seed candidates. 

The system calculates pair-wise cosine similari-

ties in an SVD-reduced matrix    (Equation 1.2) 

that is created from a corpus. The cosine similar-

ities for all pairs are stored in a symmetric ma-

trix  , which has   columns and rows corre-

sponding to the seed candidates     . Given the 

similarity matrix  , a temporary dictionary for a 

seed word    is a  th row or column vector of 

the matrix  .  

 

           (2.1) 

First, the system creates   temporary dictionar-

ies in this way, and applies them to the training 

set (Equation 1.4) to obtain correlation coeffi-

cients    between scores computed by the tem-

poraries    and scores manually assigned. These 

correlation coefficients allow the system to iden-

tify the importance and polarity of the seed can-

didates. The importance of seed candidates is 

measured by the sizes of the correlation coeffi-

cients; the polarity of seed candidates is given by 

the signs of the correlation coefficients. The sys-

tem selects only 50 seed candidates with the 

largest absolute correlation coefficient from both 

sides of polarity, and assigns seed scores    in 

the following manner: 
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  (2.2) 

  

Then, seed words are given adjusted scores to 

make scoring of documents more consistent 

when they are combined into a single seed set. 

An adjusted seed score    is a seed score 

weighted by the inverse of average squared simi-

larity to other seed candidates in the matrix   

(Equation 2.1): 

 

       
 

    
  

 
 

 (2.3) 

Second, with the one hundred seed candidates 

polarities, the system constructs pairs of seed 

words        , searching for partner    for    

such that (1) the partner has opposite polarity 

     , (2) the dictionary        yields a higher 

correlation coefficient than the separate diction-

aries                          , and (3) the cor-

relation becomes the strongest with the partner 

              . Starting from the seed candidate 

with the largest absolute correlation coefficient 

    , all other seed candidates enter this step-

wise paring process. This process continues until 

at least five pairs have been found; new pairs 

decrease the overall correlation. The process 

takes only around 30 seconds on a laptop com-

puter. 

       In the above process, the system can easily 

construct a dictionary with a large number of 

entry words with any set of seed words. Scores 

assigned to entry words      are calculated 

simply by taking inner products of the weighted 

seed scores and a subset of the similarity matrix 

   that only has columns corresponding to the 

seed words: 

 

          (2.4) 

  

5 Example: Economic policy position 

dictionary 

As an example of this automated seed word se-

lection, I created an economic policy position 

dictionary with a corpus of UK economic news 

stories published prior to elections in 1987, 1992 

and 1997, which contains 45 million words in 

63,759 news articles. Target words were defined 

by a glob pattern “economy*”. The training set 

for machine learning was party manifestos from 

the three pre-millennium elections (9 docu-

ments).  

      In this instance, seed words were selected 

from words relevant to economy (the same crite-

ria as entry words selection). From the economy-

related words, a supervised learning algorithm 

identified pairs of seed words, producing dic-

tionaries that replicate manual scoring. Through 

forward step-wise selection, LSS discovered 10 

pairs of seed words and assigned weighted seed 

scores to them (Table 2). 

 

Step Seed Word Seed Score 

1 rate 478.58 

8 run 347.15 

10 bottom 191.53 

6 miracles 148.99 

7 treasury 140.51 

9 remain 121.42 

3 mpg 110.77 

5 tight 107.67 

2 acceleration 102.93 

4 backdrop 102.84 

10 improve -99.97 

8 provide -109.08 

3 generate -112.00 

4 unbalance -118.95 

1 damage -130.90 

7 harm -131.83 

5 based -137.36 

2 appraisal -148.59 

9 disruption -189.70 

6 general -408.29 

Table 2: Seed words for economic policy posi-

tion dictionary. 

The economic policy position dictionary created 

with the seed words accurately scored not only 

the British election manifestos from 1987-1997 

but also those from 2001-2005, showing its out-

of-sample validity (first plot in Figure 5): its er-

rors were smaller than in the Laver-Garry dic-

tionary (Figure 1) particularity in the extreme 

ranges, although the 2010 manifestos were not 

very accurately located. Even when the diction-

ary was dichotomized, the result remained very 

similar (second plot in Figure 5).   

      I also applied a Bayesian model, Wordscore, 

to the same training set to obtain a benchmark 

for the supervised LSS. The result in Figure 6 

clearly shows Wordscore’s inability to accurate-

ly score the 2000s manifestos by a model created 

from the 1987-1997 manifestos. This highlights 
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the advantage of corpus-based dictionary con-

struction by supervised LSS. That is, since 

words in the LSS dictionary were scored based 

on statistical analysis of the large corpus instead 

of the small training documents, it is unaffected 

by noise in the training set. The clearest indica-

tion of the absence of overfitting is the reasona-

bly large confidence intervals for manifestos 

from 1987-1997 in Figure 5. 

 

 

Figure 5: Economic policy position in 1987-

2010 UK manifestos by LSS. 

Finally, LSS was still not able to score the 2010 

manifestos as accurately as the Laver and Garry 

dictionary, presumably because of the structural 

break in language of economic policy after the 

2008 economic crisis. However, its accuracy can 

be improved by including economic news arti-

cles from 2001, 2005 and 2010 to the corpus. A 

new dictionary constructed with the extended 

corpus accurately scored manifestos in the 

2000s, better distinguishing the Conservative 

from the Liberal Democrats and Labour in the 

2010 manifestos (Figure 7). 

 

Figure 6: Economic policy position in 1987-

2010 UK manifestos by Wordscore. 

 

Figure 7: Economic policy position in 1987-

2010 UK manifestos by LSS with extended cor-

pus. 

6 Conclusion 

As evidenced in the examples, LSS dramatically 

reduces human involvement in dictionary con-

struction: In the lexicon expansion, only 14 

manually chosen seed words were required to 

create a subject-specific sentiment dictionary. In 

supervised machine learning, only 9 manually 

scored documents were sufficient for automati-

cally discovering seed words. Further, the accu-
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racy of content analysis using the dictionaries 

produced by LSS is comparable to manually 

compiled dictionaries. 

      LSS also has an advantage over other super-

vised techniques that rely on parameter estima-

tion of small training data. By statistically ana-

lyzing large corpora, LSS discovers more gen-

eral semantic values of words, achieving a great-

er degree of external validity. As a result, LSS 

dictionaries content analyze unseen documents 

more accurately than other models. 
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Abstract
General political topics, like social secu-
rity and foreign affairs, recur in electoral
manifestos across countries. The Compar-
ative Manifesto Project collects and man-
ually codes manifestos of political parties
from all around the world, detecting polit-
ical topics at sentence level. Since man-
ual coding is time-consuming and allows
for annotation inconsistencies, in this work
we present an automated approach to top-
ical coding of political manifestos. We
first train three independent sentence-level
classifiers – one for detecting the topic
and two for detecting topic shifts – and
then globally optimize their predictions us-
ing a Markov Logic network. Experimen-
tal results show that the proposed global
model achieves high classification perfor-
mance and significantly outperforms the
local sentence-level topic classifier.

1 Introduction

The Comparative Manifesto Project (CMP), initi-
ated by Volkens et al. (2011), collects party election
programs (so-called manifestos) from elections in
many countries around the world. The goal of
the project is to provide a large data collection
to support political studies on electoral processes.
A sub-part of the manifestos has been manually
topically coded by political scientists. Each man-
ifesto sentence has been labeled with one of over
fifty political topics, divided into 7 coarse-grained
domains.1 While manual annotations are very use-
ful for political analyses, they come with two ma-
jor drawbacks. First, it is very time-consuming

1https://manifestoproject.wzb.eu/
coding_schemes/mp_v5

and labor-intensive to manually annotate each sen-
tence with the correct category from a complex
annotation scheme. Secondly, coders’ preferences
towards particular categories might cause annota-
tion inconsistencies and disallow for comparability
between manifestos annotated by different coders
Mikhaylov et al. (2012).

Automated topic classification of political mani-
festos does not only save human resources, but it
additionally provides comparable and reproducible
annotations. Thus, in this work we develop a super-
vised framework for classifying the broad domain
of sentences in political manifestos, with the spe-
cific goal of assisting human coders. Our pipeline
consists of three different classifiers predicting the
domains and domain shifts between pairs of ad-
jacent sentences. They rely on a variety of fea-
tures including bags-of-words and semantic textual
similarity (STS) (Agirre et al., 2012; Šarić et al.,
2012). In the second step, we exploit the global
context of the manifestos and combine the sentence-
level predictions of these three local classifiers in
a global Markov Logic-based optimization setting
(Richardson and Domingos, 2006), where we intro-
duce additional global information as constraints
on the prior distribution of topics, topic shifts and
sequences of topics.

We evaluate each of the local classifiers and
show that the introduction of global information
is justified by the fact that the globally-optimized
Markov Logic classifier significantly outperforms
the local topic classifier and reaches the satisfactory
performance of almost 80% F1 score.

2 Related Work

The body of work on automated analysis of po-
litical texts is substantial (Grimmer and Stewart,
2013). Approaches to classification of political
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texts can be roughly divided into two major groups
– dictionary based methods (Kellstedt, 2000; Young
and Soroka, 2012) and methods that employ super-
vised classification models (Purpura and Hillard,
2006; Stewart and Zhukov, 2009; Verberne et al.,
2014; Karan et al., 2016). The idea behind all
dictionary-based methods is similar – they first
identify words that distinguish categories and then
measure the occurrence frequencies of those words
in texts, regardless of whether the task is recogni-
tion of racial policies from media sources (Kellst-
edt, 2000) or detection of affects and sentiment in
political texts (Young and Soroka, 2012).

The counting principle of the dictionary-based
approaches might be suitable when classifying
larger fragments of text such as paragraphs or
whole documents. However, all dictionaries are
of limited coverage and are thus unable to capture
less obvious indicator terms. This is even more
emphasized when classifying short texts (e.g., sen-
tences) as it is unlikely that many dictionary words
will appear in such a short text. Along with the fact
that sets of indicator words need to be compiled
manually, this is why the research focus shifted
to supervised classification models. Stewart and
Zhukov (2009) label 8000 Russian military state-
ments and train an ensemble of classifiers to predict
whether the statements originate from activists or
conservatives. Purpura and Hillard (2006) propose
a two-level hierarchical classification of US legisla-
tive documents using support vector machines and
standard TF-IDF weighted bag-of-words features.
Karan et al. (2016) propose a very similar approach
for classifying Croatian legal documents, using
only document titles as input. Considering that
titles are significantly shorter pieces of text, they
combined traditional bag-of-word features with se-
mantic vector representations (i.e., word embed-
dings) to avoid the sparseness issues.

Classification of short texts has been shown to
be more challenging than document level classi-
fication. Short texts contain less words and thus
require an additional semantic information, as op-
posed to only lexical (i.e., symbolic) input. Phan et
al. (2008) build a framework for classifying short
and sparse text and web snippets. They use ex-
ternal databases, such as MedLine, as the source
of semantic knowledge that reveals hidden topics.
Similarly, (Hu et al., 2009) exploit world knowl-
edge to cluster short text snippets. The snippets do
not provide enough vocabulary overlap when using

only bag-of-words representations. Therefore, the
authors enrich the text with internal semantics, i.e.
deep understanding of the text, and external seman-
tics from resources like Wikipedia and WordNet.
The lack of appropriate knowledge bases for the po-
litical domain, however, make such approaches not
applicable in our case. Instead, besides lexical fea-
tures, we rely on word embeddings – general vec-
tor representations that capture well semantics of
words – to topically classify manifesto sentences.

Hachey and Grover (2004) classify the rhetor-
ical status of a sentence for text summarization.
Besides lexical features, they add information such
as the position of a sentence in the document and
named entities. They then apply sequence labeling
to predict rhetorical roles for a sequence of sen-
tences in a document. Similarly, in this work we
combine various sources of information for local
sentence topic classification. We then include these
classifiers in a sequence labeling model for identi-
fying globally optimal topic sequences of a given
manifesto. We decide to employ Markov logic
network as a sequence labeling model because it
has been already successfully applied to numerous
sequence labeling tasks in natural language pro-
cessing (Poon, 2010; Che and Liu, 2010; UzZaman
et al., 2012; Zirn et al., 2011).

3 Topic Classification of Political
Manifestos

Our goal is to support human annotators to assign
manifesto sentences to political categories. The
CMP distinguishes between over 50 fine-grained
political categories that are grouped into seven topi-
cal areas: External Relations, Freedom and Democ-
racy, Political System, Economy, Welfare and Qual-
ity of Life, Fabric of Society and Social Groups.

We first build a local sentence-level classifier that
predicts one of the seven topics based on the infor-
mation extracted from the sentence. Next, we em-
ploy two topic-shift classifiers that predict whether
two adjacent sentences are on the same topic or
not. Finally, we add information on distributions
of topics and topic sequences on top of the pre-
dictions and combine all components in a global
Markov Logic framework, which determines the
optimal topical classification for all sentences of a
manifesto.
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3.1 Local Topic Classifier

The local sentence-level topic classifier makes pre-
dictions taking into account only the information
from the sentence itself. To this end, a linear SVM
classifier with the following set of lexical and nu-
merical features was employed:

1. The bag-of-words term-vector of the sentence;

2. The topic of the preceding sentence;

3. The semantic similarity between the current
and preceding sentence, which is computed
by greedily aligning most similar words from
the two sentences. Let P be the set of greedily
aligned pairs (w1, w2) of words (where w1 is
from the first sentences, and w2 is from the
second sentence). The raw semantic similarity
between the sentences is then given as:

sim(s1, s2) =
∑

(w1,w2)∈P
cos(vw1 , vw2)

where vw is the semantic embedding vector of
the word w. We used the pretrained set of 200-
dimensional GloVe embeddings2 (Pennington
et al., 2014) to compute the raw semantic sim-
ilarity score. Because the similarity given by
the above-mentioned formula depends on the
length of the sentences, we normalized the
score by the length of the sentences

4. For each topic class we also computed a nu-
meric feature indicating the level of relative
relevance of the sentence words for that class.
We computed the relative frequencies of lem-
mas in sentences belonging to each of the
topic classes on the train set. For example, if
the word “social” appeared n times in all sen-
tences of the train set labeled with the topical
class “Social Fabric” and these sentences to-
gether contain N words, then n

N is the relative
relevance of the word “social” for the “social
security and welfare” topic. Let rr(w, c) be
the relative relevance of the word w for the
topical class t. The relevance score of the sen-
tences s for the class t is then computed as
follows:

rs(s, c) =
1

|s|
∑

w∈s
rr(w, c)

2http://nlp.stanford.edu/data/glove.6B.
zip

where |s| is the total number of words in the
sentence s. For each sentence, one relevance
score (i.e., one feature) is computed for each
of the topical classes.

3.1.1 Topic-Shift Classifiers
We employ binary classifiers that predict whether
two given adjacent sentences are on the same topic
or not. We used the following set of features for
the detection of local topic shifts:

1. Bag-of-words term-vector of the first sentence
(f1);

2. Bag-of-words term-vector of the second sen-
tence (f2);

3. Length (in no. words) of the first sentence
(f3);

4. Length (in no. words) of the second sentence
(f4);

5. Semantic similarity between the two sen-
tences (f5, cf. Section 3.1);

6. Ngram overlap between the two sentences
(f6) – the number of shared content words,
normalized by the length of the sentences.

Considering the large size of the feature space due
to the lexical BoW features f1 and f2, we first
attempted to feed all features to a single linear
SVM classifier. However, we observed that the
numerical features (f3–f6) yield no improvements
in classification performance over using only BoW
vectors (f1–f2). We then fed only the numerical
features to the SVM classifier with a non-linear
RBF kernel and obtained similar cross-validation
performance on the train set as when using the
linear SVM classifier with only the bag-of-words
features. Considering that the two classifiers – (1)
the linear SVM using the bag-of-words features
and (2) the RBF SVM with four numeric features –
address the same task with completely disjoint sets
of features, we decided to incorporate local predic-
tions of both classifiers into the global optimization
framework.

3.2 Topic Distribution Information

In addition to the information we gain from the sen-
tence content, we make use of knowledge about the
distribution and sequences of topics in manifestos.
One salient observation is that topics are usually
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tackled in several consecutive sentences, so succes-
sive sentences tend to share the same label. If we
take this observation a step further, we can measure
the probability of topic transitions (e.g., conditional
probability of a sentence of topic Economy follow-
ing a sentence of topic Social fabric). We estimate
these conditional probabilities on the train set. This
does not only help us to decide whether two con-
secutive sentences share the same label, but gives
us an estimate for probable sequences of topics.

3.3 Global Optimization
Markov logic (Richardson and Domingos, 2006)
can be interpreted as a template language combin-
ing first-order logic with maximum entropy models.
The user can specify types of data and encode prior
knowledge about the information used in the classi-
fication scenario, and it searches the most probable
world given the evidence.

A Markov network M is an undirected graph
whose nodes represent a set of random variables
X = {X1, ..., Xn} and whose edges model direct
probabilistic interactions between adjacent nodes.
More formally, a distribution P is a log-linear
model over a Markov network M if it is associ-
ated with:

• a set of features {f1(D1), ..., fk(Dk)}, where
each Di is a clique in M and each fi is a
function from Di to R,

• a set of real-valued weights w1, ..., wk, such
that

P (X = x) =
1

Z
exp

(
k∑

i=1

wifi(Di)

)
,

where Z is a normalization constant.
A Markov logic network is a set of pairs (Fi, wi)

where each Fi is a first-order formula and each
wi a real-valued weight associated with Fi. With
a finite set of constants C it defines a log-linear
model over possible worlds {x} where each vari-
able Xj corresponds to a ground atom and feature
fi is the number of true groundings (instantiations)
of Fi with respect to C in possible world x. Pos-
sible worlds are truth assignments to all ground
atoms with respect to the set of constants C. We
explicitly distinguish between weighted formulas
and deterministic formulas, that is, formulas that
always have to hold.

Given a set of first-order formulas and a set
of ground atoms, we wish to find the formulas

maximum a posteriori (MAP) weights, that is, the
weights that maximize the log-likelihood of the
hidden variables given the evidence.

3.3.1 Model
We model each sentence of the manifesto as a con-
stant s ∈ S. In the same manner, topics 1-7 are
represented as constants. First, we specify that each
sentence s is mapped to exactly one topic t as a
deterministic formula:

∀s, t : |t|map(s, t) = 1

As we intend to predict the correct mappings,
map(s, t) is our hidden predicate. We introduce
the predicate next(s1, s2) stating that sentence s1
is followed by s2 to model the sequences of sen-
tences in a manifesto. This allows us to encode
our observation that subsequent sentences share
the same topic:

∀s, c : next(s1, s2) ∧map(s1, t)⇒ map(s2, t)

In contrast to the first formula, this one can be
violated with a certain penalty, thus the formula is
given a weight. Estimations about the transition
between two particular topics are modelled alike
by replacing t by particular variables t1, t2.

The predictions from the local sentence
classifiers are modeled with the predicate
localConf(s, t, conf), where conf represents the
confidence for sentence s to be mapped to a partic-
ular topic t. We use this confidence as the weight
for the corresponding formula:

∀s, t : localConf(s, t, conf) ∧map(s, t)

Each of the sentence-pair classifiers is modeled
(separately) via a predicate called flip.

∀s, t :shift(s1, s2, conf) ∧map(s1, t)

⇒ ¬map(s2, t)

It expresses the confidence of a sentence pair be-
longing to two different topics: the label of the first
sentence is “flipped” if the formula is true, i.e. if
the confidence by the classifier (included as the
weight for the formula) is high enough.

4 Experiments

In our experiments we used six U.S. manifestos
(Republican and Democrat manifestos from 2004,
2008, and 2012 elections). In all experiments,
we perform folded cross-validation and report the
micro-averaged results over folds.
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Topic P R F1

External Rel. 83.7 86.6 85.1
Freedom & Dem. 68.0 59.9 63.7
Pol. system 69.7 65.7 67.6
Economy 73.9 77.4 75.6
Welfare & QoL 72.8 72.8 72.8
Fabric of Soc. 74.8 76.0 75.4
Soc. Groups 71.2 67.9 69.5

Micro-avg. 74.9 74.9 74.9

Table 1: Local topic classification, 10-fold CV (%)

Model P R F1

Linear, bow feat. 56.6 54.6 55.6
RBF, num. feat. 98.5 27.4 42.9

Table 2: Topic-shift classification, 10-fold CV (%)

Topic Classification Table 1 shows the results
of the local topic classifier obtained via the 10-
fold CV. The classification performance is best for
External relations (more easily recognizable due to
re-occurring country names) and worst for Freedom
and democracy (as lexical clues typical for this
class tend to frequently appear in sentences of other
topics as well).

Topic Shift Classification The performance of
the two topic-shift classifiers is given in Table 2.
These results indicate that detecting topic shifts
is a more difficult task that predicting the topics
of individual sentences. This is expected, as cor-
rectly identifying the topic shift logically amounts
to correctly predicting topics for two consecutive
sentences.

Global Classification The predictions of local
classifiers are combined with the topic distribution
information in a Markov Logic Network (MLN).
We use RockIt (Noessner et al., 2013) as the MLN
engine.

To evaluate the impact of each component, we
start the experiments with a reduced set of formu-
las and incrementally add more constraints. As
a baseline, we simply use the predictions by the
local classfier (setting L). In the second setting,
we encode rules for transitions (setting T ) between
particular topics. This is directly compared to a
simpler setting S where we just assign consecu-
tive sentences the same label instead of adding an

Setting MaP MaR MaF1 miF1

L 73.5 72.3 72.8 74.9
L,T 80.7 73.1 75.2 78.3
L,S 78.3 74.5 75.9 78.3

L,S,Pbow 74.2 73.0 73.6 75.6
L,S,Pnum 78.6 76.7 77.5 79.3
L,S,Pbow,Pnum 74.4 73.2 73.7 75.8

Table 3: Global classification (validation-set):
MaP/MaR/MaF1 = Macro precision/recall/F1-
measure; miF1 = micro F1-measure

own transition rule for every possible sequence of
topics. The results of these combinations applied
to the validation set are shown in the first part of
the Table 3. Adding the information about consec-
utive sentences and transitions improves over the
local classifier performance for 4 points, reaching
78.3%.

As precision and recall are more balanced for set-
ting S and it needs significantly less rules, we pre-
fer it over setting T for the following experiments.
We now employ the predictions of the topic-shift
classifiers: PBOW are the predictions of the linear
SVM model with BOW features and Pnum denotes
the predictions of the non-linear SVM using nu-
merical features. We first test each one seperately,
then both together (setting L + N ). The lower part
of table 3 shows the results. The best performance
of 79.3% F1 score is obtained for the model using
predictions PBoW . The combination of both sen-
tence pair classifiers drops performance, which is
not surprising due to the performance of classifier
Pnum.

5 Conclusion

We presented an approach for sentence-level topi-
cal classification of party manifesto, which can be
used to assist human coders in the CMP project and
will allow for better reproducibility and compara-
bility of the manually coded manifestos and will
speed up the annotation process. We intend to con-
duct future experiments that evaluate the benefits of
the application to the coding process. Furthermore,
we showed that the addition of contextual and struc-
tural information about the documents improves the
topical classification performance. Our approach
could benefit from a cross-lingual information, i.e.,
from exploiting topical sequences common across
different countries and languages.
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